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Abstract

Sketch matching algorithms are commonly used for in-
dexing and retrieval of documents based on printed or
hand-drawn sketches. One could use a hand-held computer
to do sketch-based queries to a database containing hand-
drawn and printed sketches. We present an on-line hand-
drawn sketch matching algorithm based on a line-based
representation of sketches. A distance measure is defined
for comparing two sketches based on this representation.
The algorithm is computationally efficient and achieves a
recall rate of88.44% at the same precision, when tested on
a database of150 sketches collected from5 users.

1.. Introduction

As handheld and portable devices such as PDAs, Pocket
PCs and Tablet PCs, which accept handwritten data as in-
put, are increasingly being used for communication and
data entry, the number of handwritten documents available
for storage and retrieval are also increasing. Many applica-
tions, which store and transmit handwritten data are avail-
able commercially [1]. Sketches are commonly present in
handwritten documents, in the form of concept illustrations,
flow charts, graphs, drawings of objects, annotations, etc.
Hence, a document retrieval system, which allows sketches
as queries can considerably improve the user’s ability to re-
trieve relevant documents.

The problem of retrieving on-line handwritten data based
on matching of digital ink (on-line handwritten data) has
been studied before. Russell et al. [2] store the topN can-
didates of the recognition output of each word along with
the handwritten data in the document database. Lopresti and
Tomkins [3] use a stroke representation, where the hand-
written data is divided into smaller segments at points of lo-
cal minima of they coordinates (vertical axis). Kamel [4]
uses a set of features extracted from the strokes to repre-
sent the documents in a database. However, these studies
deal with matching of handwritten words, where the or-

der of writing of strokes is generally preserved. Matching
of hand-drawn sketches poses a different set of challenges
due to the large amount of variability among multiple in-
stances of a figure. Lopresti et al. [5] have studied the prob-
lem and provided some initial results of experiments, which
are encouraging. They describe the need for efficient algo-
rithms to match components of sketches and utilize spatial
arrangement of the components. Leung and Chen [6] repre-
sent the diagrams in each document using a feature vector,
whose elements are confidence values corresponding to dif-
ferent primitive shapes derived from a shape estimator.

One could also retrieve printed or hand-drawn sketches
and images using sketches as queries. Jain et al. [7] ad-
dressed the problem of image retrieval using a deformable
template, which is a binary edge image. The matching pro-
cess takes into consideration the energy required to deform
the model and the goodness of fit of the deformed model
to the target image based on gradient of the image. Del
Bimbo and Pala [8] used a similar approach to match user
drawn sketches to images in a database for retrieval. Man-
matha et al. [9] used the edit distance to measure similarity
between word shapes for retrieval. The problem of shape
matching also involves the computation of a global trans-
formation for aligning the two shapes. Belongie et al. [10]
use a set of shape descriptors named ‘shape context’ to align
two shapes for matching, which could be applied in the con-
text of matching sketches.

The problem of matching on-line sketches is specifically
interesting due to the challenges it poses, and its differ-
ences to off-line matching of shapes. On-line data captures
the temporal sequence of strokes1 while drawing a sketch.
Most of the off-line sketch matching algorithms deal with
the problem of matching a hand-drawn shape to an image.
The inter-class variability of shapes in images are usually
limited, since the images are formed from natural objects.
However, in the case of hand-drawn sketches, the intra-
class variability can be much higher due to a variety of rea-
sons. They include variability due to drawing styles, draw-

1 A stroke is defined as the locus of the tip of the pen from pen-down to
the next pen-up position.
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Figure 1. On-line sketch variability: Two simi-
lar sketches, drawn using different stroke or-
ders and number of strokes. The numbers in-
dicate the order of the strokes and the dots
indicate the end points of the strokes.

ing sequence, overwriting or corrections, etc. We can con-
vert the on-line sketch to an off-line image to avoid some of
these variations. However, we will lose the ability to use the
stroke information for efficient matching in that case.

2.. On-line Sketch Matching

A sketch matching algorithm could compare two
sketches using a distance measure such as dynamic time
warping. However, such an approach will not be able
to deal with the variability in hand-drawn sketches due
to changes in the order of drawing the strokes. Figure 1
shows two similar shapes, drawn using different stroke or-
ders and different number of strokes. In addition, a holistic
matching of sketches would be computationally expen-
sive for retrieval applications, where we need to com-
pare a query sketch against a large set of sketches in a
database. To deal with this problem, the sketch match-
ing algorithm should be able to represent each sketch in a
compact form, which can be compared efficiently and ef-
fectively. Representing a sketch using a set of global prop-
erties, such as total stroke length, perimeter efficiency etc.,
would be compact, but it cannot capture the salient de-
tails of all the possible sketches and hence, will not be an
effective representation.

A common approach, used by Lopresti et al. [5] and Le-
ung and Chen [6] is to represent a sketch in terms of a
set of basic shapes. Lopresti et al. [5] refer to these basic
shapes as ‘motifs’, whose identification and matching are
not provided in detail in their paper. Leung and Chen [6]
proposed a recognition-based approach for matching hand
drawn sketches by identifying basic shapes such as circles,
straight lines and polygons in the sketch. The problem of
developing a set of basic shapes for representing a generic
set of sketches is difficult at best. Once the basic shapes
in a sketch are identified, one needs to compare the two
sketches, based on the identified shapes. This involves a
comparison of two shapes and their spatial arrangement in

two sketches. We note that an exhaustive comparison of two
sets of shapes to arrive at the best matching is exponential in
time. We present a matching algorithm, which tries to over-
come the problems with an efficient representation and sim-
ilarity measure.

3.. Proposed Algorithm

The matching algorithm consists of three stages. The
pre-processing stage tries to eliminate the noise introduced
in the sketches during data capture due to noise from the
sensor, quantization noise, etc. In the second stage, we di-
vide the traces in the sketch into smaller units. This is fol-
lowed by a matching stage, where the sketches are com-
pared based on their global properties and the properties of
the individual portions of the strokes in the two sketches.

The input data for the matching algorithm can be noisy
due to a variety of factors. These include the noise from
the digitizer, noise due to pen vibrations, and inherent vari-
abilities in the drawing process. The pre-processing stage
tries to eliminate this noise to facilitate the matching pro-
cess. During pre-processing, the strokes are resampled to
make the sampled points equidistant. This helps to reduce
the intra-class variations in the shapes due to different draw-
ing speeds and to avoid anomalous cases such as having
a large number of samples at the same position when the
user holds the pen down at a point. The strokes are then
smoothed using a Gaussian (lowpass) filter. This reduces the
noise due to pen vibrations and errors in the sensing mech-
anism. Figure 2 shows an example of preprocessing an on-
line sketch.

(a) (b) (c)

Figure 2. Pre-processing. (a) An input sketch.
The dots represent the sampling points. (b)
The sketch after equidistant resampling. (c)
Result after lowpass filtering.

One of the basic problems in comparing sketches based
on basic shapes is the identification of the basic shapes from
a sketch. We overcome this problem by representing the
sketches as a set of straight line segments instead of a pre-
defined set of shapes. After pre-processing, each stroke is
divided at the points where thex or y direction of a stroke



changes. Each resulting stroke segment is represented as a
straight line. Figure 3 shows the sketch in figure 2, where
the stroke segments are identified and represented as a set
of lines.

(a) (b) (c)

Figure 3. Segmentation of Strokes. (a) An
input sketch. (b) The critical points in the
sketch. (c) Representation of the sketch as a
set of straight lines.

Let {ζ1, ζ2, · · · , ζn} be the set of segments identified
from a strokeξ in the sketchS. A sketch withm strokes
is hence represented as:

S = ξ1 ∪ ξ2 ∪ · · · ∪ ξm = {ζ1, ζ2, · · · , ζk}, (1)

wherek is the total number of stroke segments identified
from all them strokes in the sketch. Each stroke segment
ζi, is represented using its position, direction and length,
<Pi, Di, Li>. Consider a stroke segment,ζi, containingp
sample points.

ζi =< (x1, y1), (x2, y2), · · · , (xp, yp) > . (2)

The position, direction and length of the segment are
computed as:

Position =

 p∑
j=1

xj/p,

p∑
j=1

yj/p


Direction = arctan

(
yp − y1

xp − x1

)
Length =

√
((xp − x1)2 + (yp − y1)2) (3)

The value of direction, in degrees, is restricted to the
range[−180, 180] to avoid the difference between strokes
drawn in opposite directions during comparisons. The value
of position and length features are normalized using the size
of the sketch (length + width).

The comparison of two sketches involves computing the
best match between the two sets of stroke segments. The
matching distance between two stroke segments is defined
as a weighted euclidian distance.

d(ζi, ζj) = d(< Pi, Di, Li >,< Pj , Dj , Lj >)
= wp.|Pi − Pj | + wd.|Di − Dj | + wl.|Li − Lj |, (4)

wherewp, wd, and wl are the weights corresponding to
each feature, which were determined empirically to be
5.0, 2.0 and 5.0.

The computation of the optimal match between two sets
of line segments is exponential in terms of the number of
lines in the sets. Let the number of stroke segments in the
two sketched to be compared bep andq. An optimal match-
ing requires p!

(p−q)! comparisons. To reduce the time com-
plexity of this computation, we use a greedy algorithm,
which is possibly sub-optimal. In this method, we repeat-
edly select the most similar line segment pair between the
two sets. The matching of two sketches takes onlyO(p2.q)
comparisons with this algorithm. One could further refine
this algorithm by incorporating heuristics for selecting the
matching segment pair at each iteration, thus moving to-
wards an optimal solution. However, the algorithm works
well in practice as indicated by the experiments.

4.. Results and Discussions

The database consists of10 instances of15 different
sketches, collected from5 users, with each user contribut-
ing two instances of each sketch over a period of two weeks.
Figure 4 shows an example of each of the sketches in the
database. The data was collected using theCrossPadR© . The
CrossPad has a pen and paper interface along with the abil-
ity to digitally capture the (x; y) position of the pen tip at a
resolution of254 dpi. The pen position is sampled at a con-
stant rate of132 Hz.

To compute the accuracy of the sketch matching algo-
rithm, each of the sketches was compared against every
other sketch in the database. The resulting distance matrix
is used to analyze the matching performance. The equal er-
ror rate (point at which the precision equals the recall) is
11.56%. The results of matching revealed that most of the
errors were committed by false matching between similar
looking shapes such as the circle and the pentagon, where
the line segment representations match well (see figure 5).
The algorithm was also tested with leave-one-out cross val-
idation, where one sketch from each class was randomly
removed. The equal error rate for cross validation was ap-
proximately11.7%, averaged over10 trials.

The algorithm is also sufficiently fast to be used in
real time searches of databases. The time to compare
two sketches is approximately25 msec on a Pentium-III
650 MHz machine with128 MB RAM. In practice the
matching can be much faster as the pre-processing and fea-
ture extraction of the sketches in the database can be done
off-line.
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Figure 4. Examples from the on-line
database.

5.. Summary

We have presented an on-line sketch retrieval algorithm,
which computes the similarity between two sketches based
on a line-based representation of the sketches. The algo-
rithm achieves a precision of88.5% at the same recall rate.
The representation allows us to overcome the difficulties as-
sociated with shape-based matching algorithms. We note
that the high-level temporal features of the sketches are not
very useful for the purpose of matching in a database of
generic sketches. The algorithm can also be used for re-
trieval of printed or off-line hand-drawn sketches using an
appropriate line detection algorithm.

We are currently working on extending the work to
match sketches using only a part of the sketch as query.
The algorithm could also be modified for rotation invariant
matching. In addition, one could employ a matching stage
based on global properties of sketches for indexing to im-
prove the computational efficiency of the algorithm. We are
also working on improving the matching accuracy by in-
corporating additional features to represent each stroke seg-
ment.

(a) (b)
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Figure 5. Examples of incorrect retrievals by
the system. (a) and (c) were query sketches
which were incorrectly matched to (b) and (d)
respectively, by the algorithm.
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