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Abstract: Relevance feedback in Content Based Image
Retrieval(CBIR) has been an active field of research for quite
some time now. Many schemes and techniques of relevance
feedback exist with many assumptions and operating criteria.
Yet there exist few ways of quantitatively measuring and com-
paring different relevance feedback algorithms. Such analysis
is necessary if a CBIR system is to perform consistently.
In this paper we propose an abstract model of a CBIR
system where the effects of different modules over the entire
system is observed. Using this model we thoroughly analyse
performance a set of basic relevance feedback algorithms.
Besides using standard measures like precision and recall we
also suggest two new measures to gauge the performance of
any contemporary CBIR system.

I. INTRODUCTION

Relevance feedback was introduced in Content Based Im-
age Retrieval (CBIR) to improve the performance by human
intervention[1], [2]. Since then it has become an integral part
of most CBIR systems. There are a plethora of relevance
feedback algorithms available in literature. Though there have
been some studies on relevance feedback algorithms[3], [4],
[5], there has been no systematic evaluation of the perfor-
mance (stability, convergance, precision etc.) available. Such
an analysis is both pertinent and necessary as there is a trend
towards consistency in CBIR systems even in the face of a
highly dynamic environment[6], [7]. Garunteed performance
and stability of the system can be achieved only when all
the factors internal and external that effect the system are
identified, gauged and tracked. Their behaviour at all condi-
tions shuld also be observed. In this paper, we attempt this
with the help of a CBIR framework. which can be considered
as a generalisation of many practical algorithms. We would
like to make it explicit that our model does not cover the
class of long-term learning and feature-less semantic indexing
(eg. LSI) schemes. We analyze popular class of relevance
feedback algorithms using an instance of the abstract model
for its convergence, performance in presence of strong or
week concepts in the collection of images. We also define
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Fig. 1. Block Diagram of an Abstract CBIR Model

and measure the performance of the algorithms using two
new measures. Before explaining the performance analysis,
we explain the experimental setting and the model we used
for the analysis.

Query and Database: An ideal CBIR system can accept
queries in many forms. We consider a query to be a sample
image or an image patch, represented as a feature vector �
of dimension � . A typical image database � used for CBIR
problems, has large number of images. Many of real-life
collections will have strong concepts (classes/themes) present.
In such cases, these datasets can be modeled as a union of
clusters, possibly with outliers. In an arbitrary collection of
images, it could be modeled as a set of random points in
a feature space. Objective of CBIR systems is to identify
the most similar images to the query image. Similarity is
measured in terms of (weighted combination of) one or more
features.

Number of Results Displayed The system at any query re-
trieves � most relevant images based on the type of distance
function. The user then indicates which images are relevant
and which are not based on his concept (significance of
features and distance function). Usually � is a small number



(say 10) and is independent of the database size or the number
of acceptable images ( � ) present in the database. The total
number of acceptable images in the database is unknown to
the user. These are all the images in the dataset that fall within
an acceptable margin of the user’s concept.

User Model User accepts an image if it is within an acceptable
distance from the query point. User may give a feedback of�

1,0 � , � 1,0,-1 � , [0,1], depending on the accept, reject status or
the partial acceptabilities user give. In the simplest form user
can be modeled as a weighted distance function, with weights
represented as �	� . However, it may be noted that realistic
models need not be metric or as simple as this. User compares
the query image with the images returned by the system and
accepts based on a threshold of relevance 
 . Comparison is
done using a distance function �� ����������� ��� , which returns the
dissimilarity between the two images he is comparing.

System Model CBIR system learns to approximate the user
notion with the help of relevance feedback. System also
models the similarity with a distance function �� ������������� � ;
however with a different (unknown) weight vector. During the
learning process, system learns to approximate the similarity.
While using a weighted distance function, system weight
represents the relative importance of the particular feature for
a given query. The change in system weights is the means by
which the system tries to emulate the user’s concept.

Weight Updation Scheme The user gives feedback to the
images that are displayed by the system and the system has
to improve from the feedback the user is giving. Where the
system assumes that those features which are more common
among the relevant examples might be more significant in
being able to represent the concept. Detailed description of
the relevant feedback techniques is provided in III.

A. Performance Measures for the Analysis

The system is initialized with some rudimentary concept (sys-
tem weights or system parameters) when the system retrieves
the images, the user gives feedback about the discrepancy
between his and the system’s concept. Then the system re-
estimates its concept based on the feedback to represent as
closely as possible the user’s concept. This concept updation is
done by changing the system weights. The point at which the
system’s concept and the user’s concept are fairly similar and
consistently stays so is called the point of convergence. How
fast this convergence takes place signifies how fast the system
adapts to a user. In essence the difference in concept, which
is the difference between weights, reduces until convergence.
Hence the difference of weights at each iteration forms a good
metric for measuring the speed and efficiency of the system.

The number of relevant images retrieved can also be used
as a performance measure. This is an intersection of the set
containing the � images and the set containing � images
which are all the relevant images in the database.

Precision and recall are also popular for characterizing the
performance. The total number of relevant images is calcu-
lated by comparing the query image with all the images in
the database and the user assigning score to each of them,
and finally thresholding the scores to get the total number of
relevant images to the concept the user is looking. The number
of relevant images is calculated by cross checking with the
relevant images in the database. The retrieved set is obtained
by nearest neighbor search.

Rate Of Convergence(ROC), not to be confused with receiver
operator characteristics is one of the measures that we propose
to evaluate the performance of a CBIR system. ROC is the
number of iterations after which the precision of the system
remains constant or the system parameters do not change
considerably. This measure is very apt in the contemporary
scheme of things as users of a realistic CBIR system expect
fast and accurate results with the least amount of iterations.

Rate Of Ascent(ROA) is the second measure we propose. It is
the measure that quantifies the performance of an algorithm.
It is ����� �"!$#&%('�%()+*,�-�"!+#&.�/0/

� � � � �"!$#&%('�%()+*,12�"!+#&.�/0/ �
Where � is the Rate of Convergence of the relevance feed-
back module. The above measure simultaneously shows us
the performance of the system in terms of precision, recall
and efficiency of the system.

II. EXPERIMENTAL SETTING FOR THE EMPIRICAL
ANALYSIS

For the implementation of any relevance feedback system the
following basic assumptions are necessary. The features of
the system can distinguish between relevant and irrelevant
images. Relevant images are a small part of a large database.
The relevant images can be clustered based on the features in
the system. User gives accurate feedback.

A. Database

Three kinds of databases were considered for the experi-
mental study. A database without clusters(strong concepts), a
database with clusters accompanied by random query points,
and a database with clusters and query points that led in and
around the clusters.

B. Algorithm

Once the user submits a query to the system the images in the
database are ranked based on the system distance function.The
� least dissimilar(most similar) images are selected as the
relevant set. Then the user module compares the selected
images with the query using the user similarity function
and gives the � dissimilarity values to the system. The
dissimilarity values are classified into relevant and irrelevant



Fig. 2. The above figure shows two synthetic data sets D1,D2,D3,D4 . D1 is a sparse data set of 100000 points where the points in the feature space
are spread uniformly with no clustering, indicating many independent concepts. D2 is a Desnse data set of 120000 points, D3 of 130000 points and D4 of
150000 points, where beside the uniform background distribution of D1 there are strong clusters of points present at different places in the feature space.

images using the threshold 3 . The relevance data is taken and
relevant changes are made. The system continues again from
the selection with these new weights.

III. RELEVANCE FEEDBACK TECHNIQUES

The traditional relevance feedback framework is more or less
the same in all systems. Initially a query is given to the
system and a set of images retrieved. The user comments on or
indicates which images in the set are, relevant and irrelevant.
The system then takes the user’s suggestion and tries to refine
the retrieval scheme to achieve optimal retrieval performance.
It is in this refinement and selection that various CBIR systems
differ from each other.

A. Statistical Methods

These were the earliest methods of heuristic weight adjust-
ments. They used the nature of the distribution of relevant data
in the features space to effectively cluster relevant examples.
Most of these methods try to take advantage of the fact
that under certain transformations the image database can
be clustered into relevant and irrelevant images Or where
the relevant images become clustered and the irrelevant ones
become sparsely dispersed. The relevance feedback data is
used to achieve this transformation. The Delta Mean algo-
rithm for instance tries to find what features can effectively
discriminate between the set of relevant samples(

*54
) and the

set of irrelevant(
*76

) examples. This is done by calculating the
Importance of each feature as the difference of the means of* 4

and
* 6

images over that feature normalized by the sum
of their standard deviations[8]. This is a simple algorithm
that guarantees that it will give greater importance to the
features that effectively separate both negative and positive
examples. This algorithm has certain drawbacks. It assumes
that the distribution of both the relevant and irrelevant images
in the database are unimodal, but more often than not the

*86
images tend to violate this assumption. Another of its flaws is
that it is sensitive to sample set size, because a small sample
cannot successfully estimate the true standard deviation of
the complete set. Most of these problems arise because this
method treats the CBIR as a strongly constrained 2-class

problem instead of a weakly constrained multi-class problem.
Inverse variance and inverse sigma methods are better over the
delta mean because they are much more weakly constrained.
These methods take advantage of the fact that the ability of a
feature to cluster the relevant images is inversely proportional
to the variance and standard deviation of the relevant image
set over that particular feature. These methods too have certain
drawbacks the main cause of which is again the assumption
of a unimodal distribution of the

* 4
images in the feature

space. They also fail to take advantage of the
* 6

images.
The membership criterion method[8] makes use of the

* 6
samples with the

*94
ones without making any assumption

about the nature of distribution of
*�6

. At the same time it
still imposes a unimodal constraint on

*94
. Here the mean

and standard deviation of relevant set is used to calculate a
hypothesis of importance of a particular feature and then this
value is cross checked seeing what members of

*�6
and

*94
fall into the relevant cluster. It is more or less a trail and
error based algorithm where it tries out various constrained
hypothesis to arrive at the one that most closely resembles
the user model with respect to the choice of relevant and
irrelevant images. The major flaw in this method is that

* 4
is assumed to be unimodal which is rarely the case in the
real world. This is because the user interprets the images
with higher level features that have some remnants in the
lower level features of the CBIR system but do not exactly
map to the lower level in an ideal way and hence creating
multi-modal distributions. Query Point Movement(QPM) and
Query Expansion are two other methods that try to find
an ideal query point from which the best possible and the
highest

*:4
can be achieved. The variants of these methods

can make use of both
*94

and
*;6

to arrive at this new query
point. In QPM one simply finds the centroid of

* 4
which

acts as the new query point. In query expansion instead of
assuming a unimodal distribution the system assumes many
smaller unimodal distributions to construct multiple centroids
using QPM on individual clusters of relevant samples and
then the multiple centroids are taken as multi-point query and
images are retrieved from iso-similarity regions based on these
points. The main disadvantage of QPM is the constraint of
unimodality on

*94
and inability to make effective use of

*�6
data when its not unimodal.



Rate Of Convergence
Algorithm D1 D2 D3 D4
Inverse Sigma 3 6 8 11
Delta Mean 15 15 15 15
MC( <-=	> ) 2 3 2 2
QPM 15 15 15 15
KLDivergence 15 15 15 15
Parzen 15 11 9 3
BDA 4 6 9 11
SVM 7 5 7 6

TABLE I
NO OF ITERATIONS AFTER WHICH PRECISION REMAINS CONSTANT FOR

D1,D2,D3 AND D4

1) Comments:

a) Performance: The performance of the algorithms is quan-
tified in the form of precision, recall, Rate Of Convergence
and Rate Of Ascent. We see that Inverse Sigma outperforms,
delta mean, QPM(Rocchio) and membership criterion( 
@?BA )
When

*:4
is unimodal. We can also observe that statistical

method membership criterion out performs the other 2 though
it only manages to beat InverseSigma by a small margin. Both
delta mean and QPM suffer from a high Rate Of Convergence
and are apparently unstable. This can be seen in Table 1 and
Table 2.

b) Absence of Strong Concept: When there was an absence
of strong concepts in the database the relative precision in the
database seemed to be low and hence the number of relevant
images retrieved. Even when strong concepts were present the
precision was not better if the query points did not belong to
the concepts. Once the queries were close to or belonged to a
concept the precision shot up while the recall plummeted as
a result the ability of the system to generalize to a concept
suffered.

c) Complex User Models: When faced with user models that
are not unimodal the performance of the statistical methods
drops considerably. The algorithms were run on different
distance functions other than the Euclidean and was seen
that the algorithms performed well as long as the data was
unimodal in nature. That is the reason why all the algorithms
showed good or better performance when the user distance
function was Minkowski or Manhattan.

B. Kernel Based Methods

These methods use some kind of kernels to achieve relevance
feedback. In Parzen Window Based Density Estimation[9]
the authors use Bayesian inference to classify the images
as relevant or irrelevant. In order to do this one requires
the knowledge of the densities

� �0CED *54 � and
� �FCGD *;6 � . These

densities can be estimated using parametric or non-parametric
methods. Here the non-parametric method is preferred to
the parametric one as the parametric methods impose uni-

modal constraints over the distribution of the data. The non-
parametric method used is a Parzen window method with
a Gaussian kernel that acts as a smoothing function. Here
all the features are assumed to be independent for real-time
performance of the system. Once the densities are estimated
one can go ahead with Bayesian inference of the database
with the above densities. And with the relevance feedback
of this step the whole process starts over again for the next
step. Most of the recent work on relevance feedback has
been concentrated on SVMs[10] or Support Vector Machines.
SVMs are used to classify linearly inseparable classes by
using a reproducing kernel. This is done by first projecting
all the data points onto a higher dimension where they are
linearly separable, there they are classified. The objective of
an SVM is to find a hyperplane Such that the distance from
the plane to the closest of point in

*94
and

*;6
is maximized.

A detailed explanation of the possible kernels and SVMs is
beyond the scope of this document. One class SVMs have
also been used to estimate density of the positive and negative
distributions. There are many advantages to using SVMs for
relevance feedback.

H No significant constraints are placed on the target, like
unimodality.H The kernel can be tuned to perform well for static
applicationsH They are less sensitive than density based methods to
imbalance between positive and negative sample because
they only use support vectors. However they are sensitive
to small sample sizes.

All the above make SVMs good for relevance feedback. In
BDA and KBDA[11], a CBIR system is treated as a one
positive and many negative clas problem as explained in
[11]. This means that while the positive class is clustered
the negative class can be scattered all over the feature space.
BDA is about finding the linear transformation that has the
most scatter of negative images over the scatter of the positive
images. In kBDA the transformation is converted into its
inner-product form to account for the non-linear nature of
the data.

1) Comments:

a) Performance: The kernel based methods show a varied
range of performance. Since here the relevant and irrelevant
examples are linearly separable the choice of kernels doesn’t
play a big part in the performance of the algorithms. We see
from the performance table that BDA out performs the other
two in both rate of convergence and rate of ascent there by
proving to be clearly a good choice. But on the other hand
the Parzen window based density approximation algorithm has
the unique advantage of being a method that is progressive
with every retrieval. The performance can be seen in Table1
and Table2.



Precision Recall ROA
Algorithm D1 D2 D3 D4 D1 D2 D3 D4 D1 D2 D3 D4
Inverse Sigma 100 100 100 100 100 100 100 100 100 100 100 100
Delta Mean 68 71 74 76 70 73 74 76 14 26 31 56
MC( <-=	> ) 88 89 73 62 92 94 71 61 135 211 278 301
QPM 89 72 67 58 95 78 69 56 18 21 27 29
KLDivergence 93 89 77 70 95 89 78 70 19 31 47 51
Parzen 86 97 109 128 89 98 114 128 18 56 352 432
BDA 99 94 85 86 99 93 84 87 74 78 77 98
SVM 92 92 87 93 94 94 89 95 40 63 212 310

TABLE II
PERCENTAGE OF PRECISION, RECALL AND RATE OF ASCENT TO VALUES OF INVERSE SIGMA FOR D1, D2, D3 AND D4

b) Absence of Strong Concept: These are effected in the
same ways as the other classes of algorithms. This is because
the user selection function remains the same across all the
algorithms and this is solely influences the precision and recall
in a major way.

c) Complex User Models: These algorithms were designed
to adapt to complex user models. Here Parzen window based
density does not use kernels for projection into a higher
dimensional space where the classes are linearly separable
like the other two algorithms do. This means that SVMs and
kBDA are better suited to deal with complex user models.
In our experiment though the complex user models divide
the feature space into linearly separable classes. Hence the
performance of kernels need not be broached.

C. Entropy Based Methods

ntropy is an estimation of the deviation of a random variable
from pure randomness. In weight adjustment based on entropy
of

* 4
, the entropy of all the features for

* 4
is estimated. The

expectation is that if a feature has the ability to cluster the
positive examples then its entropy will be low. Entropy is
very attractive because no assumptions or constraints need
be made on the distribution of the data. A variant of this
method takes advantage of

*76
provided by the user along

with the nature of the
*94

distribution. Here one predict that
the best feature is one that gives a non random distribution
for

*:4
as well as

*;6
[8].Here there is ambiguity in the sense

that even features that can’t discriminate
*54

and
*;6

well will
achieve a high score. KL Distance or Divergence forms a sort
of dissimilarity measure based on entropy. It is based on the
cross entropy between the two distributions and the entropy
of the main distribution. The KL Distance does not follow
the triangle law of inequality. KL Distance between two
distributions can be different based on whose entropy is being
calculated. The main problem with direct KL-Divergence is
the apparent lack of symmetry. A variant of this method makes
KL-divergence much more sound by taking into account KL-
divergence from the

*76
too along with KL-divergence from*:4

. This theoretically forms a great measure for relevance
and discriminative power because of its apparent lack of

constraints on the distribution of the data.

1) Comments:

a) Performance: The performance of the entropy based algo-
rithms matched or in most cases bettered the performance of
the conventional statistical algorithms. Though speculatively
small sample set was considered a challenge for this class
of algorithms, experimentally it held its own against the
other algorithms by returning approximately the same or
better number of relevant images by the fifth iteration. The
performance of the algorithms under unimodal circumstances
can be seen in Table1 and Table2.

b) Absence of Strong Concept: When there was an absence
of strong concepts in the database the relative precision in the
database seemed to be low and hence the number of relevant
images retrieved. Even when strong concepts were present the
precision was not better if the query points did not belong to
the concepts. But once the queries were close to or belonged
to a concept the Precision shot up while the recall plummeted
as a result the ability of the system to generalize to a concept
suffered.

c) Complex User Models: Even in the complex models the
entropy based algorithms equaled or bettered the performance
of the other algorithms. When faced with user models that
are not unimodal the performance of these methods also
drops considerably. The algorithms were run on different
distance functions other than the Euclidean and was seen that
the algorithms performed well as long as the condition of
unimodality in the target data was met. That is the reason
why all the algorithms showed good or better performance
when the user distance function was Minkowski or Manhattan.
The problem here is not with the entropy based methods of
weight updation but with the selection schema that is based
on unimodal criteria.

D. Other Schemes

By no means is the above list of methods exhaustive on the
ways of applying relevance feedback. There have been many
other methods and are bound to be many more. Some of the
other prominent ones are SOMs(Self Organizing Maps) in



which using the
*94

and
*;6

maps are constructed that have the
ability to place the positive and negative impulses on different
areas of the map. For new feedback a better or a new map
is built based on

*94
and

*;6
. There are also other methods

ranging from Decision Trees to Bayesian Estimation[12] of
the user behavior. The methods listed above are just a few of
the plethora of the relevance feedback algorithms out there.

IV. DISCUSSION

From the above one can see that the statistical models perform
well as relevance feedback modules and so do some other
algorithms. The results above were the consequence of a very
primitive user model. This model may not only be flawed in
its replication of the realworld user models but may also be
unable to replicate the complexity of its real world counter
part. Yet in the absence of large amounts of data providing
real world interaction between user and a CBIR system any
attempt to replicate the model would be futile and hence
a simple tractable synthetic model should suffice for these
studies for now. The same goes for the sparse and dense data
sets that are taken here in the experiment. Another important
factor that needs a mention here is one of the major factors
affecting the stability of the relevance feedback algorithm for
any given data set at any given point. This is the difference
in the density of points in the feature space around the query.
If the result set is M and the relevant set is N then it has
been observed that the greater the difference between M and
N the more the relevance feedback system tends to become
unstable. This is because at a lower M vs N difference the
user is able to check any fluctuations in the learning of the
concept by providing adequate feedback. On the other hand
A high M vs N difference would either lead to the relevance
feedback module learning a Specialisation or Generalisation
of the concept the user is searching for. This behaviour can be
clearly seen in Figure 3 where one can see the difference in
user and system models on y axis and the difference between
M and N on the x axis, as one can see the best learning
takes place when the difference between M and N is zero.
The above mentioned factors are but a few of the many that
govern the performance of relevance feedback systems in the
real world. The ability to track and observe all of them will
only be possible by building much more complex models that
are learnt from realworld systems and their user interactions.

V. CONCLUSION

The choice of different parameters and algorithms effects a
general CBIR system in profound ways. The behavior of the
system under all circumstances cannot be predicted. Seldom is
a CBIR system fine tuned and optimized for its role in image
retrieval. This is because of the plenty of configurations a
system can exist and perform and the difficulty in pin pointing
the aims of a CBIR system.

Fig. 3. The above figure plots the difference between the user and system
model on the y-axis and the difference between M and N on the x-axis. One
can clearly observe that the best learning of user model takes place when M
is Equal to N

The Present work hopes to throw some light on the above
issues and opens the door for flexible CBIR systems that
can be tuned at runtime ensuring that the system runs at
its optimal performance in the current stage or nature of the
system. We have also suggested two performance measures
that are useful for the quantitative and qualitative analysis of
any CBIR system with relevance feedback.
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