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Abstract Automatic identification of a script in a given
document image facilitates many important applications
such as automatic archiving of multilingual documents,
searching online archives of document images and for
the selection of script specific OCR in a multilingual en-
vironment. In this paper, we model script identification
as a texture classification problem and examine a global
approach inspired by human visual perception. A gener-
alised, hierarchical framework is proposed for script iden-
tification. A set of energy and intensity space features
for this task is also presented. The framework serves to
establish the utility of a global approach to the classifi-
cation of scripts. The framework has been tested on two
datasets: 10 Indian and 13 world scripts. The obtained
accuracy of identification across the two datasets is above
94%. The results demonstrate that the framework can be
used to develop solutions for script identification from
document images across a large set of script classes.

Keywords Script Identification · Framework · Indian
Documents · Multilingual Document Images · Global
Approach · Log-Gabor Filter Bank.

1 Introduction

The amount of multimedia data captured and stored is
increasing rapidly with the advances in computer tech-
nology. Such data include multi-lingual documents. For
example, museums store images of old fragile documents
in typically large databases. These documents have sci-
entific or historical or artistic value and can be written
in different scripts. Document analysis systems that help
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process these stored images is of interest for both efficient
archival and to provide access to various researchers.
Script identification is a key step that arises in document
image analysis especially when the environment is multi-
script and multi-lingual. An automatic script identifica-
tion scheme is useful to (i) sort document images, (ii)
select appropriate script-specific OCRs and (iii) search
online archives of document images for those containing
a particular script.

Most of the existing literature on script identification
either focus on the development of new approaches or on
the improvement of existing approaches which work for
some specific application or specific script classes. As a
result, a generalised approach to the problem has not
been considered which handles all flavours of problem
under a common framework. We argue that there are
some essential factors which need to be considered be-
fore choosing or designing a script identification scheme
for any multi-lingual application. These factors are: (a)
complexity in pre-processing, (b) complexity in feature
extraction and classification, (c) computational speed of
entire scheme, (d) sensitivity of the scheme to the vari-
ation in text in document (font style, font size and doc-
ument skew), (e) performance of the scheme, and (f)
range of applications in which the scheme could be used.
Performance of the scheme includes accuracy reported
and selection of testing data. Currently, individual ap-
proaches are designed such that they can effectively deal
with some of the factors listed above (not all). None of
them has showed their potential to become a generalised
script identification scheme.

Existing script classification approaches can be clas-
sified into two broad categories, namely, local and global
approaches. By local approach is meant an approach
which analyses a document image at the level of a list
of connected components (like line, word and character
or LWC) and such components require segmentation of
the image as a preprocessing step. By global approach
is meant an approach which employs analysis of regions
comprising at least two lines and do not require LWC
type of fine segmentation.
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In the category of local approaches, Spitz [1] proposed
a method for discriminating Han (Asian) and Latin based
(includes both European and non-European) scripts. This
method uses the vertical distribution of upward concav-
ity in the characters of both the scripts. Furthermore,
this method uses the optical density distribution in a
character and the characteristic word’s shape for fur-
ther discrimination among Han and Latin scripts, re-
spectively. Hochberg [2] proposed a script classification
scheme which exploits frequently occurring character shapes
(textual symbols) in each script. All textual symbols are
rescaled to a fixed size (30×30) following which represen-
tative templates for each script are created by clustering
textual symbols from a training data. Textual symbols
from a new document are compared to the representative
templates of all available scripts to find the best matched
script. In India, a multi-lingual and multi-script country,
languages have scripts of their own, though some scripts
may be shared by two or more languages. Some classifi-
cation methods have been proposed for Indian language
scripts as well[8,7]. These use Gabor energy features ex-
tracted from connected components [8] or statistical and
topological features [7]. In [8], a connected component is
processed only if its height is greater than three-fourth
or less than the one-fourth of the average height of char-
acters in document image. The training data is formed
by representing each connected component with a fea-
ture vector (12 Gabor feature values) and a script label.
This scheme has been shown to classify 4 major Indian
language scripts (Devanagari, Roman (English), Telugu
and Malayalam). A tree based classification scheme for
twelve Indian language scripts in [7] uses horizontal pro-
files, statistical, topological and stroke based features.
These features are chosen at a non-terminal node to get
an optimum tree classifier. These features, however, are
very fragile in the presence of noise.

Global approaches, in contrast, are designed to iden-
tify the script by analysing blocks of text extracted from
the document image. Wood [4] proposes methods using
Hough transforms and analysis of density profile result-
ing from projection along text lines. However, it is not
clear from the description, how the projection profile is
being analysed to determine the script. A texture based
classification scheme in [5] uses the rotationally invariant
features from Gabor filter responses. Since the texture
images formed by different scripts patterns are found to
be inconsistent, the text blocks are normalized to have
equal height and width, with uniform spaces between
the lines and the words. As a result of these processing
steps, the scheme is reasonably expensive. Busch et al.
[6] evaluated number of texture features including gray-
level co-occurrence matrix , Gabor filter bank energies,
and a number of wavelet transform-based features for
script identification. Chan et al. [10,9] take a biologi-
cally inspired approach to text script classification and
derive a set of descriptors from oriented local energy and
demonstrate their utility in script classification. Testing

on a standard or large size data set however, has not been
reported. Table. 1 summarises the features of global and
local approaches based on the factors discussed above.

In summary, when using a local approach for the
script identification, the success of classification is de-
pendent on the effectiveness of the pre-processing stage
namely, accurate LWC segmentation. This presents a
paradox, as LWC segmentation is best performed when
the script class of the document, whose script is yet to
be identified, is known [5]. Even when the script classes
are known from the training data, testing requires per-
forming LWC segmentation prior to script identification
and it is difficult to find a common segmentation method
that works well across all the script classes. For exam-
ple, if the target script classes are Roman, Devanagari
and Chinese, the LWC segmentation method required
for Roman will not work well for Devanagari or Chinese.
Due to this limitation, local approaches can not qualify
as a generalised scheme. Whereas, global schemes show
potential for a generalised approach to the script iden-
tification problem. In such schemes, it is not necessary
to extract individual script components, making them
ideal for degraded and noisy documents or situations.
From the preceding discussion, we can infer that global
approaches have potential to address script identification
in more general way, as compared to local approaches.
However, all reported global approaches have failed to
exploit it as a generalised solution.

The rest of the paper is organised as follows. In Sec-
tion 2, we show how the script identification problem can
be reformulated as a texture classification problem, and
call for a hierarchical strategy using global analysis. A
framework for script identification is proposed in Section
3 and some features that can be used for classification
are identified in Section 4. Sections 5 and 6 present the
results of testing the proposed framework on an Indian
script and world script datasets, respectively. We close
the paper with a discussion of the obtained results and
some conclusions in Section 7.

2 Background

A remarkable feature of the human visual system (HVS)
is the ability to discriminate between unfamiliar scripts
just based on a short visual inspection. This indicates
that the HVS employs a global rather than a local ap-
proach to the discrimination task. Examination of the
type of processing carried out at the pre-attentive (image
data driven processing) level of the HVS reveals the pres-
ence of cells which extract oriented line features. These
cells have been shown to be modelled by Gabor functions
[15]. With this as a starting point, we consider script
identification as a process of texture analysis and clas-
sification similar to [5]. Previous work on the texture
based approaches pass images though filters which are
designed at various scale and orientation and use their
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Table 1 Table of comparison between local and global approaches for script identification (SI)

Local approaches Global approaches

Pre-processing Complex and script Simple and script
dependant independent

Feature extraction process requires LWC segmentation LWC segmentation not required
Sensitivity in used Prone to document Less prone
features image noise
Robustness to font size, Moderate Moderate
type and skew in Document
Scope of application Narrow Wide
Potential to become a Possibility is limited High potential
generalised approach for SI (due to the segmentation paradox )

responses to train a single classifier. These methods as-
sume that the important features are implicitly encoded
in the filters’ responses. These filter responses contain
ambiguity in their information content which results in
a complex classifier and a large number of training data
to attain good performance. No study has been carried
out to understand the basic properties and nature of the
captured features.

Fig. 1 Sample natural and synthetic textures

In general, a texture is a complex visual pattern com-
posed of sub patterns or Textons. The subpatterns give
rise to the perceived lightness, uniformity, density, rough-
ness, regularity, linearity, frequency, phase, directional-
ity, coarseness, randomness, fineness, smoothness, gran-
ulation etc; as the texture as a whole. Although sub-
patterns can lack a good mathematical model, it is well
established that a texture can be analysed completely if
and only if its subpatterns are well defined. For exam-
ple, consider the images in the first row of Fig.1 showing
the cross section of a basket, a pile of seeds and a syn-
thetic image. Each of these texture images has its own
subpattern such as different size rectangles in the basket
texture, different size ovals in the seed texture and ’T’
shape patterns in the synthetic texture. In addition to
the nature of the subpatterns, the manner in which they
are organised can also affect the look of the textures.
This is seen from the images in the second row of Fig.1.
All the synthetic images in this row have the same sub-
pattern. However, from a quick glance, it is seen that the

Fig. 2 A schematic overview of the framework development.

one in the middle looks different from the other two, due
to the compactness in the placing of subpatterns. But a
more careful look reveals that the first and third image
are actually different. Despite the two images having the
same compactness, their perceptions are different due to
a rearrangement in the subpatterns. The perception af-
ter a quick glance is the result of a coarse analysis of
the three images while the perception resulting from a
careful examination is a result of a finer analysis of the
images.

Based on the above observation, we assert that a gen-
eral approach to script classification (identification) can
be developed based on global features (pre-attentive) and
do so by noting the following. Script patterns are tex-
tures formed by oriented linear/curvilinear subpatterns.
Later, we will use these oriented line subpatterns as im-
portant features for script classification. Furthermore,
any script (not a language) can be characterised by the
distribution of linear subpatterns across different orien-
tations. For example, Chinese scripts are very compact
and contain predominantly linear features. In contrast,
many Indian scripts are composed of mostly curved fea-
tures while Roman (English) scripts contain a good mix-
ture of linear and curved features. The schematic devel-
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opment of the proposed approach is summarised in the
Fig. 2. Global features are extracted from the input im-
ages to broadly classify textures into three groups. One
group consists of Image-2 and Image-3 due to their sim-
ilar perception. For further refinement in classification,
local features are derived from global features in the next
stage to help form single member (texture) classes. Here,
global features are used for coarse classification whereas
local features are used for finer classification. In the next
section, we present a framework to address the script
identification problem based on the above discussion.

3 A Generalised Framework to Script
Identification

We propose a general framework to address the problem
of script identification. The key features of this frame-
work are: (i) a hierarchical strategy to help group given
scripts into homogeneous script classes before attempt-
ing to classify them into single-script classes and (ii)
the use of global analysis throughout. In the first step,
the document image is processed to make it suitable for
analysis. Next, in the feature extraction stage the doc-
ument is sub-divided to fixed-size text blocks. All req-
uisite features are then extracted from the text blocks.
Since the features are extracted from a text block with-
out any segmentation, they are global features. The fea-
tures that are to be extracted are chosen to represent
coarse to fine level of information about the text block.
The coarse level features are passed to a base classifier
which assigns the given script image to one of the broad
classes. Each broad class has its own classifier having
different input features. All these input features contain
finer discriminating details of the scripts. They can help
refine the classification of the given scripts and achieve
a single script class. In this framework, finer features are
to be derived based on prior knowledge (derivable from
the training data set) of the target script classes, us-
ing global analysis. Fig. 3 shows a two-level hierarchical
classification. This level can be further subdivided based
on the problem at hand. In general, the number of lev-
els is proportional to the number of homogeneous script
classes present. In successive levels, a script class is sepa-
rated from homogeneous classes by exploiting its unique
fine(r) features.

4 Feature Extraction

4.1 Log-Gabor filtering

A traditional choice for texture analysis is to use Ga-
bor filters at multiple scales. According to the formula-
tion in Section 2, script patterns are textures formed by
oriented linear/curvilinear subpatterns. Therefore, any
script class can be characterised using linear/curvilinear

subpatterns. We have selected oriented local energy fea-
tures to capture these subpatterns, with the local energy
defined to be the sum of the squared responses of a pair of
conjugate symmetric filters. Local energy was proposed
as a generalised feature detector capable of capturing
edge and line information using a filter bank (multiple
orientations and scales) [15]. However, given that the tex-
ture of interest in our case is made of only linear subpat-
terns, it suffices to carry out the local energy computa-
tion at a single scale with a sufficiently wide bandpass fil-
ter, thus reducing the computational cost of the scheme.
Hence, features can be obtained from the image by using
a single, empirically determined optimal scale. The op-
timal scale is one in which filters respond maximally to
the given input. This response can be further enhanced
by increasing filter bandwidth at the same optimal scale.
The maximum bandwidth obtainable from a Gabor fil-
ter is only about 1 octave which is a disadvantage as it
limits the feature size that can be captured. A log-Gabor
filter on the other hand, allows larger bandwidths from
1 to 3 octaves which makes the features more effective,
reliable and informative [3]. In our scheme, features are
extracted using a log-Gabor filter bank designed at a
single optimal scale but at different orientations.

Due to the singularity in the log-Gabor function at
the origin, one cannot construct an analytic expression
for the shape of log-Gabor function in the spatial do-
main. Hence, one has to design the filter in the frequency
domain. On a linear scale, the transfer function (polar
function) of a log-Gabor filter is expressed as

Φ(ro,θo) = exp

{
− (log ( r

ro
))2

2(log (σr

ro
))2

}
exp

{
− (θ − θo)2

2σ2
θ

}
(1)

where ro is the central radial frequency, θo is the orien-
tation of the filter, σθ and σr represent the angular and
radial bandwidths, respectively.

The oriented local energy Ero

θo
(x, y) at every point in

the image defines an energy map. This is obtained as:

Ero

θo
(x, y) =

√
(Oro,even

θo
(x, y))2 + (Oro,odd

θo
(x, y))2 (2)

where Oro,even
θo

(x, y), Oro,odd
θo

(x, y) are the responses
of the even and odd symmetric log-Gabor filters, respec-
tively. The real-valued function given in (1) can be mul-
tiplied by the frequency representation of the image and
the result transformed back to the spatial domain. The
responses of the oriented energy filter pair are extracted
as simply the real component for the even-symmetric fil-
ter and the imaginary component for the odd-symmetric
filter. Let Z(ro,θo) be the transformed filtered output. The
responses of the even and odd symmetric log-Gabor fil-
ters are expressed as:

Oro,even
θo

= Re(Z(ro,θo)); Oro,odd
θo

= Im(Z(ro,θo)) (3)
The total energy over the entire image is computed

as follows:

Ẽ(θo) =
m∑

x=1

n∑
y=1

(Ero

θo
(x, y)) (4)
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Fig. 3 A generalised framework for script identification

where m × n pixels is the size of the text block. This is
nothing but the orientation histogram function for the
energy map. This energy histogram is a global feature
which expresses the oriented energy distribution in a
given text block. We will use it to classify the under-
lying script in the text block.

4.2 Features used for classification

The oriented energy distribution characterises a script
texture as it indicates the dominance of individual sub-
patterns (lines of different orientation). For instance, the
Hindi script is characterised by the dominance of hori-
zontal lines, whereas this is not true for Malayalam (see
Fig. 5). Hence, we extract such features that are relevant
to the problem in hand.

The oriented local energy is computed as given in
Equation (4). A dominance of lines at a specific orienta-
tion θ is signalled by a peak in Ẽ(θ). This is computed
for text blocks (extracted as discussed in Section 5.3)
using log-Gabor filters designed at eight equi-spaced ori-
entations (0 ◦, 22.5 ◦, 45 ◦, 67.5 ◦, 90 ◦,112.5 ◦, 135 ◦ and
157.5 ◦). The energy values are normalised to make them
invariant to font size. It can be derived as

E(θi) =

⎧⎨⎩ Ẽ(θi)

max
{
Ẽ(θj)|j = 1, · · · , 8

} ; i = 1, · · · , 8
⎫⎬⎭(5)

Here, index i denotes the corresponding orientation.
We have dropped ro for convenience, as we computed
energy at only one scale. Several features are extracted
from this normalised energy. We describe these features
and their method of computation next. The features are
presented in the order of their saliency in the final clas-
sification.

1. First level features (Coarse features): The en-
ergy profile, E(θ), for all the ten Indian scripts can
be seen in Fig. 6. The shape of energy profiles dif-
fer from each other based on the underlying script.
The energy in some scripts, like Devanagari which

contain more linear patterns, is concentrated in fewer
channels with less spread into the neighbouring chan-
nels. On the other hand, energy is distributed more or
less evenly amongst neighbouring channels for scripts
which have curved shape, like Oriya and Armenian.
To capture such variation in the energy profile, we
can use the relative strength in adjacent orientation
channels. This is derived by finding the first difference
in E(θ) as follows

ΔEi =
{

E(θi) − E(θi+1) ; i = 1, · · · , 7
E(θ8) − E(θ1) ; i = 8 (6)

These eight feature values provide enough discrimi-
nant information to perform a first level broad clas-
sification of scripts. Furthermore, the choice of fea-
tures also makes our scheme invariant to font size
across text blocks, since the energy will proportion-
ally change in each orientation with the change in the
font size while the difference in energy is less suscep-
tible to change. In order to make the classification
robust to skew, it can be observed that skew in the
script image results in a shift in the values of ΔE
to their neighbouring orientations according to the
skew angle but it would not affect the average val-
ues. Hence, we extract two more features as follows:

ΔE =
1
8

8∑
i=1

ΔEi; E =
1
8

8∑
i=1

E(θi) (7)

2. Second level features (Finer features):
Ratios of normalised energies: The above

features capture global differences among scripts. In
order to capture the fine discrimination information
between scripts, a set of fine features are needed. For
instance, Devanagari, Bangla, Tamil and Gurumukhi
have similar scripts. A fine analysis is required for
their further classification. It is observed that the al-
most similar scripts also have similar energy profiles
(shape) which is captured in ΔE. However, these en-
ergy values actually differ drastically in different ori-
entation channels. This can be a useful information
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and hence is captured by the ratio of energies R(i, j)
which is defined as:

R(i, j) =
E(θi)
E(θj)

; i, j = 1, · · · , 8andi �= j (8)

The orientation pairs (i, j) are empirically determined
in order to maximise the value of R and provide max-
imum discrimination among the script classes.

Fig. 4 (a) Devanagari and (b) Gurumukhi scripts with their
corresponding horizontal profiles

Horizontal profile: All the features that were
presented above are extracted from the energy profile
of a given text block. The proposed framework per-
mits the usage of global features from the intensity
profile of the text block as well. The latter type of fea-
tures are particularly useful to exploit the unique spa-
tial arrangement of scripts, Examples are umlauts,
matras, accents etc., that appear above or below the
base lines. In Indian scripts, some scripts are dis-
tinguishable by strokes used in the upper part of
the words. For instance, Devanagari and Gurumukhi
scripts both use a headline but differ in the strokes
above the headline. This information is available in
the intensity profile of the text block. They can be ex-
tracted using horizontal projection of the entire text
block. These profiles are shown in Fig. 4. From this
figure, it can be seen that region above the headline
(signalled by three high peak in each profile) differ
in both scripts. The average value in that region is
higher for Gurumukhi than the Devanagari script.
These regions can be extracted using peak points and
their next corresponding local minima points in the
profile.

5 Experimental Results on Testbed Dataset

5.1 Indian language scripts

India has 18 official languages which includes Assamese,
Bangla, English, Gujarati, Hindi, Konkanai, Kannada,
Kashmiri, Malayalam, Marathi, Nepali, Oriya, Punjabi,
Rajasthani, Sanakrit, Tamil, Telugu and Urdu. All the

Indian languages do not have unique scripts. Some of
them use the same script. For example, languages such
as Hindi, Marathi, Rajasthani, Sanskrit and Nepali are
written using the Devanagari script; Assamese and Bangla
languages are written using the Bangla script; Urdu and
Kashmiri are written using the same script and Telugu
and Kannada use the same script. In all, ten different
scripts are used to write these 18 languages. These scripts
are named as Bangla, Devanagari, Roman(English), Gu-
rumukhi, Gujarati, Malayalam, Oriya, Tamil, Kannada
and Urdu. The text blocks of these images are shown in
Fig. 5.

Some Indian scripts, like Devanagari, Bangla, Gu-
rumukhi and Assamese have some common properties.
Most of the characters have a horizontal lines at the up-
per part called headlines and the characters of words
in these scripts are generally connected by these head-
lines (two of them are shown in Fig. 4). Due to these
properties, they can be differentiated from the Roman
(English), Telegu, Oriya, Urdu and other scripts. Fur-
thermore, some characters have a part extended above
the headline in these scripts. Presence of this portion is
also useful for script classification. It would be advan-
tageous to capture these distinguishing features using
global level processing if possible, as they can be used
in script classification. We next present a method to ex-
tract features through a global analysis of a given text
document image and use them to classify the underlying
script.

5.2 Data collection

At present, in India, standard databases of Indian scripts
are unavailable. Hence, data for training and testing the
classification scheme was collected from different sources.
These sources include the regional newspapers available
online [14] (using screen capture) and scanned document
images (at 600 dpi) from a digital library [12].

5.3 Preprocessing

Our scheme first segments the text area from the doc-
ument image by removing the upper, lower, left and
right blank regions. After this stage, we have an image
which has textual and non-textual regions. This is then
binarised after removing the graphics and pictures (at
present the removal of non-textual information is per-
formed manually, though page segmentation algorithms
such as [17] [19] could be readily employed to perform
this automatically). Text blocks of predefined size (100×
200 pixels) are next extracted. It should be noted that
the text block may contain lines with different font sizes
and variable spaces between lines, words and characters.
We do not attempt to homogenise these parameters.
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Fig. 5 Sample text blocks of Indian language scripts

Fig. 6 Energy plots for each Indian language script

5.4 Script classification scheme: Classifier-T

We now present a hierarchical classifier for the Indian
scripts using the globally extracted features listed in the
previous section. These features capture coarse discrim-
inating information among the scripts at the first level.
In successive levels, they capture more script specific in-
formation. In the highest level, gross information is used
for a broad categorisation, whereas in the lower levels,
categorisation is performed using finer analysis of the
underlying script.

The proposed hierarchical classifier uses a two-level,
tree based scheme (shown in Fig. 7) in which different
sets of principle features are used at the non-leaf nodes.
The root node classifies the scripts into five major classes
using feature set-1. In the second level of the scheme,
there are five major classes, in which three are single
member classes. Rest of the two classes have four and
three members, respectively. On the respective non-leaf
nodes, different feature sets are used, based on their ef-
fectiveness in discriminating between members of that
sub-class. In the third level, all the leaf nodes belong to

Table 2 Features used by classifiers at different levels

Feature set Features used Classifier

Eight ΔEθi values,
1 ΔE, E C1

R(5,1); R(8,1)
2 Horizontal profile C2
3 R(3,7); R(3,1); R(7,1) C3

a single member class. Table. 2 gives a complete list of
feature sets used by each classifier.

5.5 Selection for the best classifier

In order to identify the most appropriate classifier for
the problem at hand, we experimented with different
classifiers. Matlab pattern recognition toolbox [16] was
used to conduct these experiments. Well known classi-
fiers based on different approaches were chosen for the
experiments [18]. These were: k-nearest neighbor, Parzen
density, quadratic Bayes, feed-forward neural net and
support vector machine based classifiers.
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Fig. 7 Classification scheme for Indian language scripts

Table 3 Error rate for different candidate classifiers

Classifier Remarks Error rate

Quadratic Bayes normal classifier Gaussian with full variance 37.34%
Neural network based classifier Three hidden layers 4.84%
K-Nearest Neighbor Classifier k is optimized using 2.89%

leave-one-out error estimation
Polynomial kernel 5.43%

Support vector classifier Redial basis kernel 6.74%
Exponential kernel 4.02%

Kernel width is optimized
Parzen density based classifier using leave-one-out error 3.16 %

estimation

Table.3 compares the performance of the classifica-
tion scheme when different classifiers are used at every
node of the proposed classifier. It can be seen that the
nonparametric classifiers (K-NN and Parzen window) per-
form the best among all classifiers. The best classification
rate obtained is 97.11% with 10 different Indian scripts
after testing on a large script test data set (2978 text
blocks). The root classifier C1 contributes an error of
0.8% in the overall error (2.88%). This indicates the effec-
tiveness of the proposed features. Since all these features
were globally extracted, the good performance demon-
strates the strength and effectiveness of global analysis
based classification which is also computationally effi-
cient. The effect of skew was also studied. The error rates
obtained for a skew of 4, 5 and 6 degrees were -2.88, -4.8
and -6.9, % respectively. Thus, a skew of up to -4 degrees
is tolerated. Due to the lack of availability of standard
Indian scripts data, it is not possible to directly compare
the performance of the proposed scheme with previously
reported script classification schemes.

5.6 Optimal size of training data set and feature set

In order to determine the optimal size of the training
data set required for the best performance of the classi-
fier, we varied the size of the training data set (see Fig.
8). We found that with the size of 264 data set block,
our classifier attains best performance with a classifica-
tion error of 2.89%. This size of data set can easily be

collected. This attests to the discrimination power of the
extracted features.
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Fig. 8 Dependency of classification error on the training
data set size (Indian scripts)

Ten features are used at the root node of the classifier
(as explained in Section (4.2)). These features are based
on the local energy computed at the output of 8 ori-
ented filters with an orientation resolution of 22.5 ◦. We
examined the influence of the resolution on the classifier
performance and found that with a resolution reduction
of 50% (four orientations, results 6 features) the perfor-
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(a) (b) (c)

Fig. 9 Sample text blocks which are misclassified by the
classifier-T

mance degrades to only 95% (from 97% with 8 oriented
filters). This means that by reducing the filter bank size
from 8 × 2 to 4 × 2 the loss in accuracy is only 2%.

Furthermore, we have tested root node classifier C1
to classify 10 Indian script classes using feature set-1
(given in Table 2). The root classifier having 10 target
script classes was trained using these features. It was
found that it achieves an accuracy of 91% which is less
than the actual accuracy reported by hierarchical clas-
sifer. This demonstrates the advantage of employing a
hierarchical strategy for classification.

5.7 Performance analysis

As mentioned earlier, based on testing the proposed scheme
on 2978 individual text blocks, the classification accuracy
obtained is 97.11%. It was found that a skew of up to
−4 degrees has no effect on the classifier performance. To
improve this robustness further, more rotationally invari-
ant features derived from the oriented energy reponses
can be added [5]. A confusion matrix for the proposed
classification scheme is given in Table. 4. The major di-
agonal term indicates the number of correctly classified
testing samples while the off-diagonal term indicates the
number of misclassified samples. From the matrix, it can
be observed that the worst performance is only in the
case of Tamil and Gurumukhi. It is interesting to see
that both the scripts have similar energy profile (given
in Fig. 6) even though they are perceptually different(as
seen from Fig. 5). Thus it appears that the extracted
global features are insufficient to discriminate such cases
at present. Some mis-classification occur due to the com-
plexity present in the extracted text blocks. This com-
plexity are namely, insufficient textual content (blank
text blocks), the presence of horizontal/vertical lines and
numerals in the extracted text blocks. Some sample mis-
classified text blocks are shown in Fig. 9.

6 Experimental Results on Benchmark Dataset

Next, we applied the proposed framework on the dataset
used by Hochberg et al. [2] to test the generality of the
proposed framework. According to [2] the scripts used

in the dataset were chosen for their wide coverage of
the world’s languages and their ready availability. We
have tested our proposed framework on this benchmark
dataset using the same set of global features (expect hor-
izontal profile) without re-tuning the filter parameters.
The same set of first level (coarse) features were used
for the classifier at the root node. At the second level,
the optimal set of orientation channels (for finding the
ratios of energy), were once again found as per the guide-
lines provided in Section 4.2. The following subsections
present experimental details and results on benchmark
dataset.

6.1 Description of benchmark dataset

The dataset consists of 195 document images of thir-
teen (13) scripts which represent world’s languages: Ara-
bic, Armenian, Burmese, Chinese, Cyrillic, Devanagari,
Ethiopic, Greek, Hebrew, Japanese, Korean, Latin (Ro-
man) and Thai. Sample text blocks of these languages
are shown in Fig. 10. The scanned images were acquired
from different sources namely, books, newspapers, mag-
azines, and computer printouts. The images and a sum-
mary table are made available by the authors at [13].
These images include a range of font types, styles for
each script, such as serif and sans-serif Roman. Follow-
ing the method in [2] we have divided images into two
different sets: 1) Training/test images consisting of 7 of
available 15 images from each script class, and 2) Diffi-
cult images, based on the guideline given in the [2]. The
difficult images have fonts not present in the training
and test set and some contain multi-lingual text. They
are used to assess the robustness of the script identifica-
tion method.

All document images in the dataset are typeset (not
handwritten) and have black-on-white letters, except few
difficult images which contain white-on-black text. The
images were scanned at 400 dpi. Training and test image
set contain only text in single script. In contrast, diffi-
cult images may include isolated foreign characters or
words and illustrations. Some Japanese and Chinese im-
ages include horizontal or vertical lines in the text. The
entire dataset includes images with overall rotation up
to approximately 10 degree due to scanning process of
the images. Particularly, in the difficult set, some images
contain fragmented or conjoined characters, or extrane-
ous material such as creases and stray lines. Fig. 13 shows
a sample difficult image with lower/uppercase Greek let-
ters of different size, numerals, blank regions and vertical
lines.

6.2 Feature set

The images in the test (Indian scripts) and benchmark
(world scripts) datasets are different, particularly in terms
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Table 4 Confusion Matrix of the classifier-T. (Here De=Devanagari, Ba=Bangla, Ta= Tamil, Gu= Gurumukhi, Ka=
Kannada, Ma=Malayalam, Ro= Roman (English), Or= Oriya, Guj= Gujarati, Ur= Urdu.)

Classified

Actual De Ba Ta Gur Ka Ma Ro Or Guj Ur
De 203 1
Ba 282 3
Ta 1 283 23 3
Gur 1 9 248
Ka 596 3 3
Ma 279 9
Ro 7 6 264 2
Or 1 5 8 231 1
Guj 263
Ur 243

Arabic Armenian Burmese Chinese Cyrillic

Devanagari Ethiopic Greek Hebrew Japanese

Korean Latin (Roman) Thai

Fig. 10 Sample text blocks of world scripts from benchmark dataset

of font size. As a result, using the same size of text blocks
for both datasets is unwise since it will result in cap-
turing insufficient amount of text in a block. Hence, a
text block size of 400× 400 was used for feature extrac-
tion for the benchmark dataset. As mentioned earlier, the
same set of global features were used for both datasets.
The number of levels in the hierarchical solution to ob-
tain 13 single script-class solution depends on the choice
of the finer level features, which are to be determined
based on the prior knowledge of the scripts (from train-
ing dataset). We had identified ratios of energy (R(i,j))
and horizontal profiles of text blocks as useful features
at the finer level. The training set was used to determine
the requisite pairs of orientations for the R(i,j) feature
set that lead to single script-classes. The horizontal pro-

Table 5 Features used for classifier-B at various levels

Feature set Features used Classifier

Eight ΔEθi values
1 ΔE, E C1
2 R(1,5); R(8,3); R(5,8) C2
3 R(5,1); R(5,8); R(2,7) C3

R(2,6); R(5,7); R(8,6)
4 R(3,7); R(3,1) C4

files of the benchmark dataset did not contain any useful
information and hence was not used. A complete set of
the features that were used are shown in the Table 5.
In summary, the script identification task on the bench-
mark dataset required a total of 4 classifiers in two levels
as shown in Fig. 12.



A generalised framework for script identification 11

Arabic Armenian Burmese Chinese Cyrillic

Devanagari Ethiopic Greek Hebrew Japanese

Korean Latin (Roman) Thai

Fig. 11 Energy profiles of individual scripts from the benchmark dataset

Fig. 12 Classifier-B for the benchmark dataset

6.3 Performance analysis on benchmark dataset

We have used k-nn classifier at the individual nodes of
the classification scheme because of its superior perfor-
mance on the test dataset (Indian script). A total of 355
text blocks (of size 400×400), selected at random from 7
images/script class, were used to train the four classifiers.
Specifically, the root node classifier was trained with 355
text blocks, whereas, the classifiers at the second level
were trained with a smaller subset(C2 : 50 ,C3 : 110,
and C4 : 139). Testing on a total of 3791 text blocks of
same size as for the training set, we obtained an accuracy
of 91.6%.

It was found that most of the misclassified text blocks
contained at best 5% text. Samples of mis-classified text
blocks are shown in the Fig. 14. The paucity of textual

content results in insufficient information in the energy
profile. In the case of Indian scripts, there are very few
such cases because blank regions along the borders of
the image are manually removed. In contrast, the bench-
mark dataset images not only contain blank regions in
the border but also in between text regions.

To address the above problem, we experimented with
using a selection criterion for the blocks before inclusion
in the training/testing data. A simple criterion, based
on the density of the black pixels (black on white) in a
given text block was used. Thus, if Nw and Nb are the
number of white and black pixels in the block, respec-
tively, the requirement is: Nb/(Nw + Nb) > 0.05. This
factor is empirically chosen based on the obtained mis-
classified blocks. On imposing this selection, the accu-
racy of identification increased to 94.6%. The root clas-
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Fig. 13 Sample document image from the difficult image set

(a) (b) (c)

(d) (e) (f)

Fig. 14 Some misclassified samples. Misclassification is due
to insufficient textual content

sifier C1 contributes an error of 2.8% in the overall er-
ror (5.4%). A confusion matrix for the proposed classi-
fication scheme is given in Table. 6. The diagonal term
indicates the number of correctly classified testing sam-
ples while the off-diagonal term indicates the number
of misclassified samples. From the matrix, it can be ob-
served that the worst performance is only in the case of

(a) (b) (c)

(d) (e) (f)

Fig. 15 Samples of misclassification after eliminating non-
textual blocks.

Burmese/Japanese and Korean/Chinese. The reason for
this is not apparent from either the text block or their
energy profiles and needs further investigation.

After eliminating blocks containing insufficient text,
mis-classifications were analysed again. Samples of such
text blocks are shown in the Fig. 15. It was observed that
error is mainly due to the presence of horizontal/vertical
lines, extraneous characters such as numerals, tilde, etc.,
all of which distort the energy profile, a key feature for
C1. The last two images in the second row indicate that
mixed fonts pose a challenge for script identification.

The performance reported so far is only for text blocks.
However, this can be extended to identify a script class
from the given document as follows: a divide a given
document image into a number of text blocks and as-
sign each block to one script class using the proposed
scheme; decide the final script class for the document
image based on the majority script class assigned to the
blocks. The effect of mis-classified blocks, due to blank
regions in between the textual region and other illustra-
tions, on the assignment of a script class for the entire
document is thus reduced. Hence, reliable script identifi-
cation of complex document images is also possible. We
have tested this method on both the difficult and test
image sets provided in the benchmark dataset. Of the 73
images in the former, 7 were misclassified. The images
present in the difficult set were not part of the training
set. A sample from the difficult image set can be seen in
Fig. 13. The sources of errors were probably due to some
text blocks, which were automatically extracted, contain-
ing mixed font sizes and the vertical lines. In general, dif-
ficult images are the representative set of images which
pose a challenge to any script classification scheme. Of
the 195 test document images, 13 were misclassified re-
sulting in an accuracy of 93.3%. The above results have
been obtained by using 355 textblocks for training. Since
the benchmark data set consists of images from multiple
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Table 6 Confusion Matrix for classifier-B. (Here, Eth=Ethiopic, Ara=Arabic, Cyr= Cyrillic, Kor= Korean, Chi= Chinese,
Heb=Hebrew, Dev= Devanagari, Jap= Japanese, Arm= Armenian, Tha= Thai, Lat=Latin, Gre= Greek, Bur= Burmese.)

Classified

Actual Eth Ara Cyr Kor Chi Heb Dev Jap Arm Tha Lat Gre Bur
Eth 131 1
Ara 95 2 1 2
Cyr 13 325 2
Kor 2 259 15 1 1 2 1 1
Chi 2 9 433 2 1 1 1
Heb 4 5 3 213 4 1
Dev 162
Jap 3 7 7 204 1
Arm 277
Tha 4 342 3
Lat 1 5 1 12 334 1
Gre 1 5 1 3 6 252
Bur 15 1 108

sources, we repeated the test after increasing the training
set size to 605 textblocks covering multiple sources. As a
result, the accuracy increased to 98.5% on test images.
This illustrates the importance of selecting the right size
of training dataset in classification.

It is difficult to compare the performance of our scheme
with the performance reported in [2] since the available
information on which images were used for the training
versus the test sets, is insufficient. Furthermore, the re-
ported template-based approach uses a screening process
to pre-select the test data set using the reliability of
match between an extracted symbol from a test image
and the set of templates. This can potentially bias the
results.

7 Discussion and Conclusion

Based on our observation of the human ability to classify
unfamiliar scripts, we have presented a new representa-
tion for the script images in terms of line textures and
have proposed a generalised framework for script iden-
tification. The approach helps address the basic prob-
lem of feature selection effectively with the use of global
analysis and hierarchical classification. The use of global
features, such as energy features, help broadly classify
the scripts into homogeneous script classes. This can be
further refined in successive levels using script-specific in-
formation. In general, selecting appropriate features for
a large set of script classes is much more difficult than
for a small set. The proposed approach aids in select-
ing features for small sets of script classes and hence is
attractive.

The proposed framework has the capability to ad-
dress factors involved in script identification such as fea-
ture selection, performance, scope for various applica-
tions etc. Some global features have been identified with
discrimination capability across a large class of scripts
and hence, are useful for script identification. Solutions
for hierarchical classification of two different datasets

(testbed and benchmark) were also presented. The test-
bed consisted of all Indian scripts whereas, the bench-
mark dataset contains representative scripts of Asia and
Europe. The benchmark dataset is the only available
multi-script dataset to our knowledge, and was chosen
for its wide coverage of world (all continents) scripts.
There were some notable differences between the two
datasets: the world script dataset contained text oriented
both horizontally and vertically (Japanese and Korean)
unlike the Indian script dataset and the font size varied
within a document image. Despite these differences, the
obtained performance on the two datasets was good and
comparable.

In real-life scenario, document images can be sourced
in a variety of ways, each of which introduces some chal-
lenges to script identification. Some of these are image
quality, skew, font variation, illustration etc. A common
solution to handle these difficulties is via pre-processing.
In our framework, pre-processing can be used to sup-
press illustrations and lines prior to feature extraction.
For instance, texture based segmentation methods such
as [17] [19] can be readily employed to perform auto-
matic removal of illustrations. The horizontal or vertical
lines, such as shown in Figures 14 (e) and 15 (b), can
be eliminated from a text block by locating a peak point
in the horizontal or vertical profiles. A skew correction
method such as [20] can be used to correct the docu-
ment images. The robustness of the framework to docu-
ment script variations like font size and type depends on
the extracted features. The global features that we have
identified, namely, normalised energy are generally in-
variant to font size variations across text blocks (but not
within) and to document noise. Font style variations like
thickness due to bold font can be handled by applying a
thinning operation before extracting features.

The given framework, based on a global approach,
has scope for a wide range of applications such as se-
lection of appropriate OCR module, archival and image
retrieval systems. It does not require a common LWC
segmentation method which works across large script



14 Gopal Datt Joshi et al.

classes; this is particularly useful in situations where a
large number of multilingual document images have to
be processed. Our experiments demonstrate that global
approaches can handle the problem of script identifica-
tion in an effective manner.
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