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Abstract

The problem of character recognition in a book
should be formulated significantly different from that of
a single page or word. An ideal approach to design
such a recognizer is to adapt the classifier to the font
and style of the collection. In this paper, we propose
an adaptation framework to recognize characters in a
book with a learning framework. In the proposed sys-
tem, the post processor verifies the output of the recog-
nition module, which is further used for learning and
thus to improve the performance over iteration. Ex-
periments are conducted on about 500,000 annotated
symbols from five books in Malayalam (an Indian lan-
guage). We achieve an average improvement of 14% in
classification accuracy.

1. Character Recognition

Optical character recognition (OCR) is a well re-
searched and mature area in the literature [1, 2]. Most,
if not all, of these studies focused on recognition of iso-
lated pages or words. With the emergence of digital li-
braries, in recent years, recognition of a complete book
(or a document image collection) has become impor-
tant [3, 4, 5]. For machine understanding and language
processing of digitized document images, it is important
to convert them into a textual form using an OCR. We
argue that the recognition of a book, as a large collec-
tion of symbols, is considerably different from that of a
word or a page. This is due to the fact that books pro-
vide rich additional information that could be used for
improving the recognition rates of character classifiers
and OCRs.

The major component in a typical OCR system is a
pattern classifier, with very high performance to recog-
nize isolated symbols. Any error at this stage can get
propagated, if not avalanched, into the next phase. A
classifier is often trained offline using labeled samples
in multiple fonts and styles. With unseen fonts/styles,

the performance may deteriorate. When it comes to the
recognition of a large collection, such as a book, tradi-
tional OCRs may repeat similar mistakes across pages.
Or else an OCR designed for isolated pages need not
learn to improve the performance over time. The ad-
vantage of books from a recognition point of view is
that, books are often typeset in a single font and style.
This implies that, we can use the first few pages to ob-
tain better performance over the rest of the collection.

We enhance the recognition/classification rates of
our Book-OCR by verification and retraining. New
training data is introduced into the system without any
manual intervention. This is done with the help of a
dynamic programming based verification module. We
employ an automatic learning framework to get more
training samples with the help of a verification mod-
ule. Thereafter, we employ these samples to improve
the performance of the classifier by retraining. Our pri-
mary contribution is a novel procedure that is specially
suited for the recognition of books. We obtain an aver-
age performance improvement of around 14% in clas-
sification accuracies. We obtain performance enhance-
ment at the cost of additional computations during the
verification and retraining.

The experiments are conducted on samples from five
annotated books in Malayalam script(an Indian script).
At present there is no robust commercial OCR system
available for this language. Languages like English em-
ploy a dictionary to correct errors in the recognition
phase. However, dictionary based post-processing tech-
niques are not feasible for highly inflectional languages
like Malayalam.

A verification scheme based on a dictionary based
approach was employed in [4] for the adaptation of
character recognition. Recently, another step towards
the whole book recognition is reported in [5], using mu-
tual entropy based model adaptation, which uses lin-
guistic constraints to calculate the posterior probabil-
ities of word classes. In our implementation, we re-
place the conventional post-processor with a verifica-
tion scheme.



2. Overview of the Book Recognizer

We present a novel and practical approach, for the
recognition of symbols from a large collection of doc-
uments. Our method employs a data-driven adaptation
method to enhance the performance, specific to a par-
ticular collection. Training the system with the samples
from the same collection to be recognized, is an obvi-
ous method to improve the performance of the system.
However, collecting the samples from the same envi-
ronment and labeling them, each time when a new book
needs to be recognized, is impractical. We propose an
automatic procedure for getting labeled samples and al-
lowing the system to adapt to the same. This is achieved
with the help of a high performance verification mod-
ule, which acts as a post-processor in the system.
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Figure 1. Overview of the proposed book
recognition scheme.

The input to the recognizer is a word image. We
assume that preprocessing and segmentation of docu-
ment images upto word level is available. The overall
working of the system is as follows. The base recog-
nizer parses the connected components in the word im-
age and identifies the sequence of symbols to be rec-
ognized. The recognizer classifies each symbol and
returns a class-id associated with it. The class labels
are converted back to a Unicode representation. Note
that for the Indian scripts, the basic symbols we em-
ploy are different from the Unicode[6]. Verification
module validates the recognized word visually. (Note
that a typical post processor validates using a language
model.) At this stage, a new set of automatically labeled
samples are generated (more details in the next sec-
tion). In the next iteration, a subset of the labeled sam-
ples(depending on the sampling rate chosen) are added
to the training set and the classifier is re-trained with the
modified set. We repeat the process until, the required
accuracy is achieved or the performance improvement
in an iteration is less than a threshold. The procedure is
summarized in Algorithm 1. Retraining the system in
this manner, creates a new improved classifier. We use
this new multi-class classifier for further recognitions.

This process is repeated until the accuracy of the classi-
fier saturates. The overview of the recognition process
is shown in Figure 1.

Algorithm 1 Algorithm for adaptation in book recognizer.

1: Input: Word images from the books.

2: Find the connected components(symbols).

3: Recognize each symbol using the classifier and get the
class-id.

4: Map the class-ids to Unicode(text) and render the text to
obtain a word image.

5: Verification module takes the input word image and the
rendered word image to matches both with a dynamic pro-
gramming based algorithm.

6: The matched samples from the original word image are
stored in a labeled images database.

7: The samples are randomly selected from the database (ac-
cording to the sampling rate selected) and added to train-
ing set.

8: Train the classifier with new samples and use this new
classifier for further classification.

9: Repeat the steps 2-7 until the performance improvement
is less than a threshold.

With the availability of huge computational power,
machine learning techniques are finding new applica-
tions in document image analysis [7]. In this work,
we give more importance to the effectiveness in terms
of accuracy of the system than the time consumed for
retraining and recognition. At this stage, it is possi-
ble to assume that the machines used for recognizing
books have enough computational power to do some
additional computations so that the performance of the
recognizer can improve.

Sampling is an important aspect of building the train-
ing set. The sampling scheme employed in the system
randomly selects the samples from the labeled samples
database, and add to the training set. The sampling rate
can be specified by the user. While generating more
training data, we give priority to the samples which got
misclassified initially and correctly classified in subse-
quent iterations. This is done by restricting the sam-
pling from newly labeled samples in the labeled sam-
ples database at each iteration.

3. Verification Scheme

A dynamic programming (DP) based verification
module acts as the post-processor for our system. In
contrast to the conventional post-processing methods
based on the dictionary look-up, our method uses an
image based matching technique for verification. The
input of the verification module is a word image and
the corresponding Unicodes from the recognizer. The
output Unicodes are rendered to get an image, which



is matched with the input word image. The output of
the verification module is a set of labeled samples from
the word image. Note that the purpose of the verifi-
cation module is to provide labeled data for retraining
the classifier in the next iteration and thus improving
the performance of the recognition module. We need to
make sure that correct samples are selected in the train-
ing set.

In the DP table, each cell is filled with the matching
cost of connected components in the rendered and orig-
inal word image. In our DP table, diagonal elements
represent the one-to-one matching of the symbols from
the original image and corresponding rendered image.
Consider a simple case, where the input word image
does not have any cut or merge. In this case a high score
in the diagonal element refers to a mismatch and a low
score refers to the match, as shown in Figure 2. A match
in a diagonal cell refers to the correct classification in
the recognition and the mismatch refers to the misclas-
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Figure 2. An Example of a dynamic pro-
gramming based verification procedure.
Word image is matched with an image ren-
dered out of the recognized text.

recognize the degraded characters with cuts and breaks,
our verification algorithm identifies such samples, and
avoid them in the sampling process. A cut or merge re-
sults in the non-diagonal path in the dynamic program-
ming. In the case of cuts, two or more image compo-
nents may correspond to one rendered component. The
DP that we employed is different from the popular DP
algorithm (used for string matching) in the following
aspects: (a) We obtain cuts and merges instead of dele-
tions and insertions in a normal DP algorithm. (b) The
matching is done in the image domain to find the match
scores in DP. (c) The computation of matching cost is
different for non-diagonal elements. Algorithm 2 gives
the details of the DP based word matching process.

The verification module uses simple and structural
features. This module performs well, even if the char-
acters are similar. In our implementation, we assume
that a character can get cut only into two pieces and the
merges can happen only between two characters.

Algorithm 2 Algorithm for Verification as post-processor.

1: Input: Word image and the corresponding text from the
Recognizer.

2: Render the text to get a word image.

3: Find the connected components of both original and ren-
dered word images.

4: Create the Dynamic Programming based Cost table, by
matching the symbols.

5: Fill the cost values in the table C'(i, ) as

C(i—1,j—1)+MC(S;, K;)
C(i,j) =min{ C(i—1,5) + MC((Si-1,8:), K;)
{C( J—=1)+ MC(Si, (Kj-1, Kj))

where, M C(S;, K;) is the matching Cost of symbol S;
in the text(rendered as image) with symbol K; in the orig-
inal image.
Matching Cost will be 0 if the two symbols matches, oth-
erwise matching cost will be 1.

6: Get the matching String by reconstructing the path, by
following the minimum cost path.

7: Output the text that caused the minimum path as recog-
nized text.

4. Results and Discussions

We have conducted our experiments on five Malay-
alam books. For the automatic evaluation of perfor-
mance, all these books are annotated apriori [8]. The
quality of the images in the corpus vary widely. These
books contain more than 500,000 symbols to recog-
nize.

Book title | # Pages | # Words | # Symbols
Book 1 96 11,404 74,774
Book 2 119 20,298 147,652
Book 3 84 10,585 83,914
Book 4 175 21,292 152,204
Book 5 94 12,111 92,538

Table 1. Details of the books used for the
experiments.

In this work, our focus is on improving the classifi-
cation accuracy of these symbols rather than recogniz-
ing degraded images. Malayalam has 56 basic alpha-
bets in its character set, in addition to a large number
of conjunct characters. We have considered a total of
205 classes for our experiments, which includes, all the



basic alphabets, popular conjunct characters, punctua-
tions, numerals etc. Table 1 summarizes the details of
the books used for the experiments.

Input to our system is a set of binary document im-
ages. After word-level segmentation, the connected
components are identified in each of the word images.
They form the basic symbols for classification. The
symbols are then scaled to 20 x 20 pixels size keep-
ing the aspect ratio unchanged. We then use PCA for
the feature extraction. The scaled image is converted
into a 1D array of 400 pixel values which is mapped to
the PCA feature space of length 350. Pair-wise SVM
classifiers with linear kernel is employed as the basic
classifier. The initial classifier is trained with five pop-
ular fonts. The books used for the experimentation are
typeset in fonts somewhat different from that used for
training.
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Figure 3. Improvement in the performance
of a book, with sample rate = 0.1.

Our experimental results on different books are
shown in the Figure 3. The performance improvement
obtained in the books depends on the quality of the
book. This is why the maximum accuracies obtained
vary across the books. With sampling rate 0.1 in one
case (Book 3:Thiruttu), we obtain a performance im-
provement of 21.66% (from 70.02 to 91.68) and in an-
other case (Book 4:ValmikiRamayanam) we obtained
8.43% (from 90.58 to 99.01). The average percentage
improvement is 13.61. In each iteration we recognize
the complete book.

It is observed that, in the first iteration the perfor-
mance improvement of the classifier is significantly
high. As the iteration progresses the rate of improve-
ment decreases. Even though the SVM classifier is con-
sidered as a strong and stable classifier, addition of these
training samples practically results in significant change
in the decision boundaries. The sampling rate also af-
fects the learning rate of the system. We conducted
the experiments by varying sampling rate. It was felt
initially that if the sampling rate is high the OCR will
learn fast. However, in our experiments the change in
learning rate with the change in the sampling rate was

# Iteration | 0.01 0.05 0.1 0.3
0 80.42 | 80.42 | 80.42 | 80.42
1 93.28 | 94.33 | 93.96 | 93.94
2 96.46 | 96.80 | 96.47 | 95.35
3 97.41 | 97.59 | 97.01 | 96.28
4 97.52 | 97.69 | 97.26 | 96.46

Table 2. % Accuracies obtained with vary-
ing sampling rate for the Book 3.

marginal (Refer Table 2). This is because additional
samples of the same font/style do not improve the clas-
sifier significantly. This also means that, we can select
a low sampling rate and reduce the training time.

5. Conclusion

In this paper, we propose a novel system for adapting
a classifier for recognizing symbols in a book. We em-
ployed a verification module as a post-processor for the
classifier, and make use of an automatic learning frame-
work for the continuous improvement of classification
accuracy. We obtain an average improvement of 14%
in classification accuracy. This demonstrates that the
proposed approach is promising for the recognition of
books.
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