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Abstract. Category based image search, where the goal is to retrieve
images of a specific category from a large database, is becoming increas-
ingly popular. In such a setting, the query is often a classifier. However,
the complexity of the classifiers (often SVMs) used for this purpose hin-
ders the use of such a solution in practice. Problem becomes paramount
when the database is huge and/or the dimensionality of the feature rep-
resentation is also very large. In this paper, we address this issue by
proposing a novel method which decomposes the query classifier into set
of known eigen queries. We use their precomputed results (or scores) for
computing the ranked list corresponding to novel queries. We also pro-
pose an approximate algorithm which accesses only a fraction of the data
to perform fast retrieval. Experiments on various datasets show that our
method reports high accuracy and efficiency. Apart from retrieval, the
proposed method can also be used to discover interesting new concepts
from the given dataset.

1 Introduction

Traditional methods for image retrieval rely on the nearest neighbour methods
for similarity search. There exist many efficient indexing schemes [1–5] for this
purpose. These methods work well when the goal is to retrieve images similar to
the query image from the image database. Often the users intent is more complex.
User may be interested in a broader concept that can only be retrieved with
powerful classifiers like Support Vector Machines (SVM). This needs scalability
in query by classifier setting.

With the popularity of the mobile applications such as “Google Goggles”,
use of instance search has also increased. This category of solutions retrieves
information about a specific object/instance [6]. Many indexing schemes have
been successfully used for speeding up the instance search in large databases [7,
8]. However, instead of a specific object, user might be interested in the set
of images which contain a specific category. In such cases, methods based on
classification outperform traditional near neighbour search approaches in terms
of retrieval accuracy [6, 9–11]. This class of retrieval is the primary focus of
this work. To improve the accuracy of image retrieval, the trend is to use state
of the art classifiers like Support Vector Machines (SVM) with sophisticated
features like Bag of Words (BoW) [7] histogram with dense pyramidal SIFT
(PHOW) [12].
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The idea is to train a classifier with enough positive and negative examples,
and query the database with this classifier. Based on the classification scores,
the database images are ranked, and the top ranked images are returned to the
user. Even though this approach improves the retrieval quality significantly, the
feasibility of such a system is yet doubtful. It takes considerable amount of time
to classify and rank the large number of images present in the database.

We address this problem by expressing the novel queries in terms of some
fixed set of distinguished queries. We efficiently compute the classification scores
corresponding to novel queries for all the database images and retrieve the top-
k relevant results. More precisely, our method of scoring is independent of the
dimensionality of the feature representation, which is usually very high for im-
ages. We also give an extension of our method which computes the scores for
only a fraction of the database, thus gaining the speedup for large databases.
The proposed method is based on the concept of Eigen Queries which are eigen
representations computed from multiple queries. They capture variations present
in the queries.

Intuitively, we propose a method to find a set of prominent queries (eigen
queries) for a database. This computation is done offline. The respective classifi-
cation scores (eigen scores) for entire image database can be precomputed during
a preprocessing step. At the query time, the novel query classifier is expressed
as a linear combination of the eigen queries. These coefficients and the precom-
puted eigen scores are then used to efficiently compute the final classification
scores for the entire database, and top ranked results are retrieved. The entire
method can be summarized into three steps.

1. Preprocessing: Constructing eigen queries from multiple queries and com-
puting their respective scores (i.e., eigen scores).

2. Encoding: Representing query classifier as a linear combination of eigen
queries and computing corresponding coefficients.

3. Retrieval: Retrieving top-k results using previously computed eigen scores
and coefficients.

We present two algorithms for image retrieval using eigen queries. The first
approach is called Eigen Search (ES), which computes the scores for entire
database and retrieves the corresponding top-k results. The second approach
called Subset Search (SS) intelligently selects a small subset of images which
have higher probability of occurring in top-k results, and processes only those
images to retrieve the results.

The organization of the paper is as follows. Section 2 gives the brief review of
previous related works. In Section 3, we give motivation for Eigen Queries and
outline our approach. Section 4 and Section 5 describe the proposed algorithms
in detail. In Section 6, we show experimental results to evaluate our method on
some of the standard datasets. Finally, we conclude in Section 7.
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2 Related Work

The concept of learning eigen functions (principal components) has been used
in many computer vision tasks in past. Turk and Pentland [13] gave a simple
and fast algorithm for face recognition using the concept of “eigen faces” which
are essentially the eigen vectors of the covariance matrix computed from a set
of different face images. Any new image can then be represented as a linear
combination of these eigen faces. Similar ideas are then used in many specific
problems like object detection [14], object matching and tracking [15] and visual
surveillance [16]. The idea of expanding query in terms of some other queries is
also popular in Concept Based Multimedia Retrieval (CBMR). However, there
are certain fundamental differences between our work and CBMR. To the best of
our knowledge, the proposed concept of Eigen Queries is novel and never used
before in multimedia retrieval. We use eigen decomposition to automatically
generate various meaningful concept detectors. As opposed to that, most of the
CBMR approaches index the database using predefined concept detectors [17,
18]. In CBMR, query is represented by set of keywords (text) which are mapped
to predefined concept detectors by various methods like statistical corpus anal-
ysis [19], using Ontology [20, 21] etc. However, our method specifically focuses
on retrieving relevant images without computing scores for entire database. In a
way, the rich semantic processing carried out in the text domain is replaced by
a linear expansion in the classifier space (W vectors in SVMs).

Recently, Rastegari et. al. [22] proposed methods based on pruning and quan-
tization to solve the problem of concept based retrieval where one is interested
only in the top-k results. However, their method is restricted to binary features,
and does not apply to the commonly used real features. Our method is funda-
mentally different from theirs in a sense that we concentrate more on the nature
of the queries in a practical setting. We learn eigen queries and express novel
queries in terms of eigen queries.

3 Overview

Even though billions of queries are addressed by today’s search engines on a
daily basis, most of them come from a small set of unique concepts1. Therefore
in practice, the results of these unique concepts can be precomputed on large
database. Now, given a new query, it can be matched and approximated with
these precomputed results.

3.1 Eigen Query

In our case, query (SVM hyperplane W ) represents a category in which user
is interested. The number of such distinct categories is very small compared to

1 It has been shown that among 1 billion search queries more than 75% of the queries
can be approximated by the rest 25% [23]
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Fig. 1: Conceptual view of the proposed approach. First, the query category is
expressed in terms of eigen queries (categories). Then, the scoring is performed
on the precomputed result set of corresponding eigen queries. Finally, based on
the scores top-k relevant results are retrieved.

the database size. Therefore, results of these queries can be precomputed even
on a large database. Since we are approximating the given query in terms of
these precomputed results, we need a method to come up with a robust set of
queries which can efficiently represent any new query. Also, this set of precom-
puted results should effectively handle the wide range of new queries spanning
across various categories. Hence, to capture the variations among different cate-
gories we use the technique of learning principal components of the distribution
of queries. We first compute the covariance matrix of the query log (set of SVM
hyperplanes) comprising various categories. Then, we perform eigen decompo-
sition on this covariance matrix to compute its eigen vectors and eigen values.
Finally, we construct Eigen Queries which are nothing but the eigen vectors
corresponding to high eigen values. These eigen queries and their correspond-
ing scores on the image database are generated as an offline process. During
online phase of querying database, a new query is approximated by these eigen
queries and corresponding precomputed scores are used to retrieve top-k results
efficiently. The conceptual view of the proposed approach is outlined in Fig 1.

The performance of such a system will depend on how well the given query
can be represented by the known eigen queries. To analyze the representation
capability of eigen queries, we construct many eigen queries using images of Cal-
tech256 [24] dataset. These eigen queries are computed from a number classifiers
designed with various subsets of positive and negative images. For visualization
purpose, we use HOG features [25] to compute eigen queries. (For our experi-
ments in Section 6, we use visual Bag of Words representation built over dense
SIFT descriptor.) We also run these eigen queries on the dataset and find the
top images in the ranked list which are shown in Fig 2. As we can see, using
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eigen queries we obtain new categories (sub-categories) which are not explicitly
available in Caltech256. We get interesting new eigen queries which classify ob-
jects with specific poses, orientations, parts etc. Thus we get meaningful eigen
queries which can be thought as building blocks for new categories. When the
query is very similar to known eigen queries, the retrieval accuracy will be very
high and the retrieval time will be low as we can represent the query precisely
with very few eigen queries. But when the query is entirely new, the performance
of the system will go down. This issue can be addressed by recomputing the set
of eigen queries over the period by adding frequently used queries and removing
non frequent queries.

Fig. 2: Visualization of selected Eigen Queries learned on Caltech256 dataset.
These eigen queries capture different meaningful concepts. First row represents
the SVM weights with HOG features. The next three rows depicts top examples
for each of these queries.

3.2 Retrieval with Eigen Queries

Before giving details of our approach, we first formalize the problem. As ex-
plained in Section 1, the problem is to retrieve images of a specific category from
a large collection of image database. We represent the database with n images
as D = {Xi|Xi is the feature representation of the ith image and i = 1 → n},
where each Xi ∈ ℜd. In order to retrieve images of a specific query category, we
need to categorize database images into two categories based on whether it be-
longs to the query category or not. Since we need a binary categorization, we use
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SVM in binary classification setting with linear kernel, which is efficient to learn
and evaluate compared to nonlinear ones. Also with sophisticated features [26,
27] the accuracy of linear kernel is comparable with the accuracy of non linear
kernels. Once the hyperplane W for the query q is given, the classification score
for any sample X is computed as follows.

score(W,X) = W.X =

d∑

j=1

wj .xj (1)

We rank all the elements in D based on their classification scores using above
formula and retrieve the top ranked images as a result. In next two sections, we
give details of our methods to solve the problem of efficiently retrieving the top-k
results of a given query.

4 Eigen Search

The method for retrieval is divided into two phases which are outlined in Algo-
rithm 1 and Algorithm 2 respectively. The offline phase of preprocessing consists
of construction of eigen queries and respective eigen scores. The online phase of
querying consists of encoding and retrieval of top-k results of a given query.

Algorithm 1 Preprocessing

Require: Image database D = {X1, X2, ..., Xn} where Xi ∈ ℜd; i = 1 → n, positive
and negative training examples of m categories, number of eigen queries p s.t.
p ≤ m

Ensure: Set of eigen queries V and eigen scores E
1: Construct a set of classifiers B = {W1,W2, ...,Wm} using linear SVM and given

training examples of m categories.
2: Compute the eigen values and eigen vectors of the covariance matrix of elements

in B.
3: Generate a set of eigen queries V = {V1, V2, ..., Vp} which consists of p eigen vectors

corresponding to top p eigen values.
4: for i = 1 → n do

5: for j = 1 → p do

6: Eij = Vj .Xi

7: end for

8: end for

9: Return V and E

4.1 Preprocessing

The construction of eigen classifiers is a one time process and happens offline
as a preprocessing step. We start with a set of queries which may be available
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from the past experience or can be computed for many already known categories.
Together the set of queries (SVM hyperplanes) of all the categories (taken from
query logs) is represented by a set of classifiers B = {W1,W2, ...,Wm}, where m
is the number of categories. To adequately capture the variations among different
categories, we generate eigen queries from these m classifiers. We compute the
d×d covariance matrix of the m vectors in B. Then, we compute the eigen values
and eigen vectors of the obtained covariance matrix using eigen decomposition.
The eigen queries are the p eigen vectors corresponding to top p eigen values and
represented by V = {V1, V2, ..., Vp}. Once the eigen queries are generated, the
scores for all the images in databaseD are computed as shown in Equation 1. All
of these eigen scores are stored in a matrix E where Eij denotes the eigen score
of ith image using jth eigen query, and are used at the query time to efficiently
retrieve top-k results as explained in the next section.

Algorithm 2 Querying - Eigen Search (ES)

Require: Image database D = {X1, X2, ..., Xn} where Xi ∈ ℜd; i = 1 → n, set of
eigen queries V and eigen scores E, query classifier Q

Ensure: Result set R for the query Q
1: Find coefficients (α) such that Q =

∑p

j=1
αj .Vj

2: S[1 → n] = 0
3: for j = 1 → p do

4: if αj 6= 0 then

5: for i = 1 → n do

6: Si = Si + αj .Eij

7: end for

8: end if

9: end for

10: R = { images correspond to top-k scores in S }
11: Return R

4.2 Querying with Eigen Search

In order to query for a category c, user gives a corresponding query classifier Q.
Then, Q is represented by a linear combination of all the eigen queries Vi ∈ V
as shown below.

Q =

p∑

j=1

αj .Vj (2)

The solution to this problem can be found by optimization of ||Q−
∑p

j=1
αj .Vj ||.

We used standard technique of Least Squared Error (LSE) to solve this optimiza-
tion problem. The reconstruction error Er is defined as follows,
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Er = (Q−

p∑

j=1

αj .Vj)
T (Q −

p∑

j=1

αj .Vj) (3)

Now, the classification score for every sample Xi with respect to the query
classifier Q can be calculated using Equation 1 and Equation 2 as follows:

score(Q,Xi) = Q.Xi =

p∑

j=1

αj .Vj .Xi =

p∑

j=1

αj .Eij (4)

Instead of computing dot product of two large vectors, precomputed eigen
scores are multiplied with the learned coefficients, and summed up across all the
eigen queries. The complexity of naive score calculation is O(nd) while our algo-
rithm has the complexity of O(np), where n is the number of database images,
d is the dimensionality of feature vector and p is the number of eigen queries.
This gives a speedup over naive score calculation because, usually dimensions
of feature vectors of images are very high, while number of eigen queries are
generally very few i.e. p << d. Once the classification scores for all the images
in D are computed, they are sorted and images corresponding to top-k scores
are returned as a result. Even though in many cases p << d, there exist some
compact codes [1, 28, 29] which represent an image with very few dimensions.
In such scenarios, the given exhaustive score calculation will incur overhead of
p. To overcome this overhead we also propose an approximate solution which
calculates the scores for only fraction of the database by intelligently pruning
the non essential images.

5 Subset Search

Given a query classifier Q, the goal is to retrieve the image with feature vector
Xi such that score(Q,Xi) =

∑p

j=1
αj .Eij (Equation 4) is maximum across all

the database images. Since, the classification score is a sum of products of coef-
ficients and eigen scores, it will be maximum for such Xi which has high eigen
scores corresponding to positive coefficients and low eigen scores correspond-
ing to negative coefficients. Therefore, instead of calculating scores for entire
database we can calculate the scores for only those feature vectors which sat-
isfy the above mentioned criteria. The preprocessing step is similar to the one
described in Section 4.1 except the additional step of sorting. In order to select
feature vector efficiently, we sort them based on their eigen scores for every eigen
classifier during preprocessing step, that is each column of the array E will be
sorted along its rows. Next, we explain the querying mechanism of subset search
algorithm.

5.1 Querying with Subset Search

At query time, the coefficients are learned as described in Section 4.2. For each
coefficient αi, we consider feature vectors whose corresponding eigen scores fall
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into top t or bottom t scores of sorted list Ei based on weather αi is positive
or negative respectively. Since, we are taking t feature vectors for every eigen
query and there are p such eigen queries, total number of feature vectors to be
considered for calculating score is tp. The classification scores for these tp feature
vectors are computed and images having top-k highest scores are returned as a
result. Note, that in case of previous method of eigen search, we are considering
all n feature vectors for all p eigen queries which makes the computation cost
of O(np). While in this case we are considering only t feature vectors, which
makes the computation cost of O(tp). If we take t much smaller than n then
we can get speedup of O(n/t). Reducing t will increase the speedup but will
also decrease the accuracy because we may miss some feature vectors with high
classification scores. If we have t = n, then the method is same as the previous
algorithm. Thus, t is the parameter which control the trade off between accuracy
and speedup.

Algorithm 3 Querying - Subset Search (SS)

Require: Image database D = {X1, X2, ..., Xn} where Xi ∈ ℜd; i = 1 → n, set of
eigen queries V and eigen scores E, query classifier Q, subset size t

Ensure: Result set R for the query Q
1: Find coefficients (α) such that Q =

∑p

j=1
αj .Vj

2: Process α in non decreasing order of their absolute value i.e. abs(αj) ≥ abs(αj+1)
3: C = {} // initialize candidate set
4: for j = 1 → p do

5: tj = t.abs(αj/αmax)
6: if αj > 0 then

7: C = C ∪ { top tj feature indexes corresponding to E[1 → tj , j] }
8: end if

9: if αj < 0 then

10: C = C ∪ { bottom tj feature indexes corresponding to E[n− tj + 1 → n, j] }
11: end if

12: end for

13: n′ = |C|
14: S[1 → n′] = 0 // compute scores for all the images in candidate set
15: for j = 1 → p do

16: if αj 6= 0 then

17: for i = 1 → n′ do

18: Si = Si + αj .ECij

19: end for

20: end if

21: end for

22: R = { images correspond to top-k scores in S }
23: Return R

Furthermore, the computation of O(tp) can be reduced by using the fact that
the eigen queries with high absolute values of coefficients (α) have higher impact
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on the classification score. So instead of taking t feature vectors from the eigen
score set E of every eigen query, we can take feature vectors in proportion to
the corresponding coefficients. This can be achieved by processing coefficients
(and in turn eigen queries) in the decreasing order of their absolute values. Let
αi be the ith coefficient in that order, αmax is the coefficient with maximum
absolute value, then number of feature vectors ti for the ith coefficient is given
by, ti = t.abs( αi

αmax

). Thus, weighted subset of feature vectors corresponding
to every coefficient is considered and classification scores are computed using
only those feature vectors. Finally, as mentioned above they are ranked based
on the score and the images corresponding to top-k results are returned. The
entire procedure is outlined in Algorithm 3. In experimental section, we show
that by using this weighted subset technique with very small t we can achieve
considerable speedup without losing much accuracy.

6 Experiments

In this section, we show the results of various experiments and discuss the perfor-
mance of our methods on various data sets. We perform experiments on three dif-
ferent image datasets – PASCAL Visual Object Classes Challenge 2011 [30], Cal-
tech256 [24] and Large Scale Visual Recognition Challenge 2010 (ImageNet) [31].
For PASCAL and Caltech256, the images are represented as a 8K dimensional
histogram of Bag of Words (BoW) with dense pyramidal SIFT (PHOW) [12] fea-
tures extracted using the VLFeat library [32]. In case of ImageNet, the features
are 1K dimensional histogram of BOW with dense SIFT [33] features, available
from [31].

6.1 Performance Evaluation

We analyze the performance of our methods – Eigen Search (ES) and Subset

Search (SS) on PASCAL data set which contains 20 categories with 28952 images
in total, with 50% for training and 50% for testing. In real world scenarios, query
logs having rich history are used to generate eigen queries. So we simulate the
query logs by constructing large number of queries from the dataset and use
it for eigen queries. We create 10000 queries by randomly sampling 20 positive
examples and 80 negative examples from the training set using a linear SVM [34].
From this set of queries (SVM weight vectors), we create the eigen queries as
explained in Section 4.1. The test set in the PASCAL acts as the database on
which we perform the retrieval.

We consider multiple novel test queries for every category present in the
PASCAL. These classifiers (queries) are evaluated on the test set (database)
exhaustively for creating the ground truth. Performance is evaluated on the top-
k samples, with k = 10, that is we retrieve top 10 ranked images from the
database corresponding to a given query. The retrieval quality is measured in
terms of recall which is calculated as a percentage of images from ground truth set
that are correctly retrieved in top-k results. The recall for the entire experiment
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Table 1: Retrieval Quality on PASCAL.
Eigen Error Recall [%]
Queries Er[%] Eigen Search Subset Search

100 1.3 89 79
300 0.7 97 90
500 0.6 100 91
1500 0.1 100 94

Table 2: Subset Search Performance.
Subset Recall Speedup
Size [%]

10 31 906
200 91 85
400 99 52
500 100 45

is calculated by averaging the recall of all queries. During evaluation, every test
query is expressed in terms of eigen queries using Equation 2 as explained in
Section 4.2. Note that this step is independent of the dataset (and number of
images in the database).

Retrieval Quality: We first show the effect of number of eigen queries required
to obtain various levels of approximations. From the 10000 queries constructed
using training data, we build an eigen queries of size 100 − 1500. The Results
of both the methods (ES and SS) are summarized in Table 1. It is clear from
the table that as we increase the number of eigen queries, the recall in both the
methods increases. This is because with more number of eigen queries, query
classifier can be approximated more accurately, which is reflected in the error
column. As explained in Section 3.1, each eigen query represents an abstract
category which works as a building block for the new query. Thus, more number
of eigen queries can better capture the variations among categories and give
better results. The results also shows that, we obtain very low reconstruction
error Er (Equation 3), and almost the same top-k images with as low as 300
eigen queries. Our method ES provides almost the same set of top-k in all cases,
while SS yields an acceptable level of recall for most queries, with t = 200.

Subset Search: As explained in Section 5.1 parameter t controls the trade off
between accuracy and speedup. To study the effect of t we measure the per-
formance of SS by varying t as shown in Table 2. For this experiment, we use
only 300 eigen queries. As shown in the table, recall increases with increase in
t, which is natural because by increasing t we are considering more and more
images from the dataset to calculate the score. Though our original representa-
tion of the images were with 8K dimensional histograms, we are able to obtain
almost 100% recall by processing on an average only 2% images per eigen query,
thus gaining the speedup of 52. This shows that our approximate algorithm SS
achieves high accuracy by accessing only a fraction of the data.

6.2 Scalability

We validate our method on datasets which have larger number of categories and
huge number of images. We consider Caltech256 and ImageNet datasets for this
experiment. For ImageNet, we use the well accepted train-test split as in the
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case of PASCAL. For Caltech256, we use 40% for training (query construction
and evaluation) and the rest for testing.
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Fig. 3: Performance on Caltech256 dataset in terms of speedup and recall for
different number of eigen queries.

From Fig 3 and Fig 4, we can see that the recall and speedup for these
two datasets are also similar to PASCAL. Our method is not seriously getting
affected by the scale of the dataset. For example, we can obtain a speedup of
333 for Caltech256 with a recall of 71% using Subset Search. In case of ImageNet
we are getting speedup of 36 with the recall of 69%. The speedup in case of
ImageNet is low compared to other tow datasets because the dimensionality of
ImageNet is only 1K as compared to 8K of others which reduces the gap between
naive scoring and our method.
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Fig. 4: Performance on ImageNet dataset in terms of speedup and recall for
different number of eigen queries.
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7 Conclusions

We showed the effective utilization of eigen queries for category based image re-
trieval system. We also gave an efficient pruning technique which retrieves results
by accessing only fraction of the data. By evaluation on popular image datasets,
we showed that the proposed methods achieve high speedup with comparable
accuracy in terms of recall when compared to naive scoring. We also performed
empirical analysis on various parameters like the number of eigen queries, data
access, etc. and discussed their effects on retrieval system. We showed that, the
proposed system is scalable by evaluating it on datasets consisting large number
of images of varied categories. The proposed concept of eigen queries adequately
captures the variations among different categories and hence, can be useful for
other computer vision tasks as well.
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