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Fig. 1. An example showing salient object being detected in SfM point
cloud. The first image shows a raw SfM point cloud with background points
that corresponds to the floor around a nandi structure. The second image shows
the prominent object.
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Abstract—In this paper we present a max-flow min-cut based
salient object detection in 3D point cloud that results from Struc-
ture from Motion (SfM) pipeline. The SfM pipeline generates
noisy point cloud due to the unwanted scenes captured along with
the object in the image dataset of SfM. The background points
being sparse and not meaningful, it becomes necessary to remove
them. Hence, any further processes (like surface reconstruction)
utilizing the cleaned up model will have no hinderance from
the noise removed. We present a novel approach where the
camera centers are used to segment out the salient object. The
algorithm is completely autonomous and does not need any user
input. We test our proposed method on Indian historical models
reconstructed through SfM. We evaluate the results in terms of
selectivity and specificity.

I. INTRODUCTION

In recent years there has been great advancement in the
generation of 3D structures from images. The technique is
called structure from motion (SfM). SfM is now applied to
develop large scale structures like big buildings, historical
places and so on. SfM uses images and generates 3D point
cloud and estimates the camera centers. It involves extracting
features from images, matching them, building feature tracks,
estimating the 3D position of the features and finally optimiz-
ing the estimates. As it is not possible to capture only the object
in images, some of the background also gets reconstructed
into a sparse 3D point cloud. The proposed algorithm takes
the 3D point cloud resulted from SfM as input and aims to
remove these unwanted background points and segregate only
the object of interest from the point cloud.

After the object is detected and segregated, surface recon-
struction can be applied over the object. The surface recon-
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Fig. 2. Black box explanation; the second box represents our algorithm.

struction techniques does not differentiate between connecting
parts of the same object or splitting two different objects
into separate meshes. With the background points in the
point cloud, undesirable mesh is produced. Thus it becomes
necessary to apply surface reconstruction only on the object.
This justifies the aim of this paper. Figure I depicts the black
box explanation of the algorithm. The algorithm takes the 3D
point cloud and camera positions as input from SfM pipeline.
It outputs the detected object.

The paper is organized as: Section II covers the related
work on this area. Section III explains the method. Section IV
shows results and evaluation. Section V concludes the paper
and discusses future work.

II. RELATED WORK

In case of 3D meshes, surface properties have been used
to partition mesh into useful segments. [1] uses morphological
watershed, an image segmentation technique, to segment 3D
surfaces. It uses the consistency of the curvature of surfaces
and segments them accordingly. [2] proposes hill-climbing
watershed algorithm that identifies regions bounded by con-
tours of negative curvature minimal. [3] shows segmentation
in 3D LIDAR point cloud. Point cloud segmentation has been
also looked at in [4], [5] and [6]. These works emphasizes
on segmentation of object(s) from a point cloud where the
other objects (background) are also salient and are of interest.
However this paper focuses on a salient object detection from
an SfM point cloud where the background points does not
represent any prominent object.

III. METHOD

The SfM pipeline takes a set of images and processes
them to provide a 3D point cloud of the object. It also gives
the camera position coordinates from where the images were
taken. Our algorithm starts by taking this 3D point cloud and
the camera positions as input. The algorithm utilizes camera
positions to detect the object.

A. Overview

• The world ground plane is approximated.

• The 3D point cloud and camera centers are projected
on this plane.



Fig. 3. In the first two images, top view of the monument along with the camera centers(green and pink colored points) is shown. (a) Monument before noise
removal. (b) Monument after noise removal by the proposed algorithm, background points corresponding the surrounding monuments are removed. (c) shows
the point cloud projected on the ground plane. The green and red dots represent the object and background points respectively. The blue and yellow boundaries
represent C1 and C2 respectively.

• Convex hull of the camera centers is constructed and
the inliers and the outliers are labeled accordingly.

• A graph is built having the vertices as the projected
2D model points.

• Energies are assigned to edges.

• Min-cut max-flow algorithm is applied and the object
is detected.

B. Estimate the Ground Plane

The ground plane is defined as the plane that shares the
same normal as that of the world ground plane. Camera
center positions are used to estimate the ground plane. PCA
is applied on the camera centers to get 3 eigenvectors and
their corresponding eigenvalues. The vector corresponding to
the smallest eigenvalue is assumed to be the normal vector to
the world ground plane. This assumption is justified as there
will be little variation in the heights of the camera centers
compared to their spread around the model. The spread of
camera positions along the X and Y directions of the world
ground plane will be more than that in the Z direction. Hence,
the plane containing the other two eigenvectors is the plane
parallel to the world ground plane.

The above method is centered on the assumption that
the camera centers will be surrounding the object of interest.
When the camera centers are concentrated only on one side
of the model, the ground plane estimation is undesirable. For
example, the model shown in figure 4 resulted in a vertical
ground plane. Thus, the proposed algorithm excludes such
models in its ambit.

C. Project points onto the ground plane and find convex hull

The 3D point cloud and the camera centers are projected
on the estimated ground plane. A convex hull C1 is defined
from the projected camera centers. The projected model points
enclosed by C1 would be the probable object points. The last
image of Figure 3 shows the ground plane where the points are
projected. The blue boundary shows the convex hull C1. The
red and green points are the 2D model points corresponding
to the background and object respectively.

Fig. 4. Nataraj Model; camera centers focused only on one side of the
monument and not enclosing the object.

D. Build the graph and apply min-cut

Approximate k nearest neighbour algorithm is applied to
construct the graph of the projected points. Experimentally
the value of k is chosen to be 7. Each 2D projected point
is connected to its 7 neighbours. Then the object vertices
are segmented from the graph by applying min-cut max-flow
algorithm by Vladimir Kolmogorov [14].

1) Smooth energy: Smooth energy is assigned to the edges
connecting two vertices. Higher the smooth energy, higher is
the probability of the edge not getting cut i.e the vertices
are part of the same class (either object or background).
This is because two points belonging to the same class
(object/background) will be close to each other. Hence, this
energy is defined as :

S(v1, v2) =
1

dist(v1, v2)

dist(v1, v2) =
√
(x1− x2)2 + (y1− y2)2)

Here v1 and v2 are any two projected model points. (x1, y1)
and (x2, y2) are the 2D coordinates of v1 and v2. dist(v1, v2)
is the euclidean distance between v1 and v2. s(v1, v2) is the
smooth energy assigned to the edge between v1 and v2.



Fig. 5. Left and right images shows the case where distance is considered
from C1 and C2 respectively. In the first case, the background points got
included in the object because of proximity to C1. This is rectified in the
second image by considering distance from C2 in the data energy function.

2) Data energy: Data energy is assigned to the edges
connecting source/sink to every other vertex. Before defining
the data energy, another convex hull C2 is defined from the
projected model points lying inside C1.

D sink(v) =

{
10 if v lies inside C2;

10 ∗ e−x2

if v lies outside C2.

D source(v) = 10−D sink(v)

Here D sink(v)/D source(v) is the data energy assigned to
the edge connecting sink/source and vertex v. x is the distance
of v from C2 rather than C1. If it was taken from C1 then
similar data energies would be assigned to the outliers at
similar distance from C1 irrespective of their proximity from
the actual object. This is illustrated in figure 5.

Assignment of these energies ensures that :

• Closer points get higher probability of belonging to
the same class (object/background).

• Points lying inside C2 get higher chance of getting
classified as object points. Their probability decreases
rapidly as distance from the boundary of C2 increases.

IV. RESULTS AND EVALUATION

A. Dataset and code

The dataset consists of 3D point clouds of Indian historical
monuments. The point cloud is obtained using VisualSFM by
Changchang Wu ([7], [8], [9], [10], [11], [12], [13]) on dif-
ferent image datasets. The proposed algorithm is implemented
in C++. We use openCV library for approximate k nearest
neighbour algorithm. Vladimir Kolmogorovi’s implementation
of min-cut max-flow algorithm is used [14].

B. Evaluation Criteria

For evaluation, we compare our output with the ground
truth. We calculate confusion matrix for each output. The
two classes are : object and background. We define positive
test as the point being classified as object. The evaluation is
done on the basis of selectivity and specificity. Selectivity is
the probability of an object point being classified as object
and specificity is the probability of a background point being
classified as background.

We manually segment the object of interest from the SfM
point cloud of monuments to generate the ground truth. We

also manually define an immediate surrounding (wherever
applicable) of the object that can neither be truly classified as
object nor background. This is referred as proximity region. It
helps to provide context to the object.

C. Results

Table I shows the evaluation of our results. As seen in
this table, the selectivity of all the results is 1.0 because all
object points are detected. However some of the specificities
do not look promising. This is because the detected object
has some non-object points also. But these non-object points
basically represent the proximity area around the object (as
defined in section IV-B) and so does not necessarily represent
the background. Looking at the proximity : background ratio
values in table I, it can be noticed that most of the non-object
points in the detected object correspond to the proximity area
rather than pure background. Table II shows the output images
along with the ground truth and raw point cloud.

V. CONCLUSION

The selectivity of all the outputs is 1.0. This implies that
none of the object points remain undetected. Also the average
of the specificities comes out to be 0.77. This implies that
the background is reasonably well segmented out leaving the
object of interest and some background points in the scene. The
little background which gets included in the segmented object
is generally the proximity area (ground/floor) as seen in table
I. This can be improved by designing a ground elimination
algorithm.

The min-cut is applied on the 2D vertices on the 2D ground
plane (XY plane). Their variation along Z direction is not
considered. So when the points are projected on the ground
plane, the points that correspond to the artifacts (sky/tree)
above the object are also projected along the object and are
segmented as object. This needs to be addressed. A possible
strategy is to make use of the height (along Z direction) and
colour information to eliminate such artifacts.

The models like the one shown in figure 4, where the
ground plane is not along the world ground plane, are not
addressed by our algorithm. An alternate way to estimate the
ground plane is required. This may require manual intervention
to identify such a scenario.
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