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Abstract

Text-to-speech systems convert any given text to speech. They play a vital role in making Human-
computer interaction (HCI) possible. As humans, we don’t just rely on text (language) to communicate;
we use many other mechanisms like voice, gestures, expressions, etc., to communicate efficiently. In
natural language processing, vocabulary and grammar tend to take center stage, but those elements of
speech only tell half the story. Affective prosody of speech provides larger context and gives meaning to
words, and keeps listeners engaged. Current HCI systems largely communicate in text, and they lack a
lot of prosodic information, which is crucial in a conversation. To make the HCI systems communicate
in speech, text to speech systems should be able to synthesize speech that is expressive and controllable.
But the existing text to speech systems learn the average variation in the dataset it’s trained on, which
synthesizes samples in a neutral way without many prosodic variations. To this end, we develop a text-
to-speech system that can synthesize the given emotion where the emotion is represented as a tuple of
Arousal, Valance and Dominance (AVD) values.

Text to speech systems have a lot of complexities. Training such a system requires the data to be
very clear, noiseless, and collecting such data is difficult. If the data is noisy, it will reflect unnecessary
artifacts in the synthesized samples. Training emotion based text to speech models is considerably more
difficult and not strait forward. The fact that obtaining emotion annotated data for the desired speaker is
costly and very subjective makes it a cumbersome task. Current emotion based systems can synthesize
emotions with some limitations. (1) Emotion controllability comes at the cost of loss in quality, (2) Have
discreet emotions which lack the finer control, and (3) cannot be generalized to new speakers without
the annotated emotion data.

We propose a system that overcomes the above-mentioned problems by leveraging the largely avail-
able corpus of noisy speech annotated with emotions. Even though the data is noisy, our technique trains
an emotion based text to speech system that can synthesize desired emotion without any loss of quality
in the output. We present a method to control the emotional prosody of Text to Speech (TTS) systems
by using phoneme-level intermediate variances/features (pitch, energy, and duration) as levers. We learn
how the variances change with respect to emotion. We bring the finer control in the synthesized speech
by using AVD values, which can represent emotions in a 3D space. Our proposed method also doesn’t
require emotion annotated data for the target speaker. Once trained on the emotion annotated data, it
can be applied to any system which has the prediction of the variances as an intermediate step.
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With thorough experimental studies, we show that the proposed method improves over the prior art in
accurately emulating the desired emotions while retaining the naturalness of speech. We extend the tra-
ditional evaluation of using individual sentences for a complete evaluation of HCI systems. We present
a novel experimental setup by replacing an actor with a TTS system in offline and live conversations.
The emotion to be rendered is either predicted or manually assigned. The results show that the proposed
method is strongly preferred over the state-of-the-art TTS system and adds the much-coveted ”human
touch” in machine dialogue.
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Chapter 1

Introduction

Speech synthesis is the artificial production of speech. And the process of synthesizing speech from
text is known as Text to speech (TTS). Synthesized speech is used in many applications of daily life,
from railway announcements to automated telephone responses. Artificial speech synthesis has been an
area of interest for a long time. Any science fiction movie is incomplete without a computer talking.
For instance, Jarvis in Avenger series, TARS, and CASE in Interstellar are the perfect examples of
speech synthesis. Often these movies synthesize the fake speech using an actor, and some processing
is done to make the voice computerized. Speech synthesis has wider applications, it is often used as a
communication mechanism to aid disabled persons, it can be widely used as a reading system for the
blind, where a system would read a book and convert it into speech. Professor Stephen Hawking has
been one of the main contributors to direct exposure to Speech synthesis. It is also used as a virtual
assistant, like Alexa, Siri, Google home, Cortana, etc., which can perform some actions with voice
commands and gives us a response back. Although TTS systems are popular in recent times, feedback on
TTS was not good in the past due to its quality. Apart from blind people using it for accessibility, other
applications rarely use synthesized speech. With recent advancements in the quality of the synthesis,
TTS systems are deployed in many applications. The main application of a TTS system is probably
in call center automation, where there are predefined automated responses like paying mobile bills,
delivery status, or conducting the entire transaction through an automatic dialogue system.

1.1 Communication and Language

Communication is crucial for the survival of any being. Even animals communicate by making
sounds, nodding, or making gestures in a way that other animals can interpret the signs. Communi-
cation can be thought of as the process of creating information and sharing such that other beings can
interpret, understand and respond accordingly. Communication can be done in many ways. Broadly it
can be classified into three types, a. Affective Communication: expressing with external means like
pain or crying for an injury. b. Iconic Communication: using icons that are meant to convey the in-
tended meaning, like pictures, gestures, or sounds. And lastly, c. Symbolic Communication: where
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we predefine some symbols to communicate and learn how to interpret them before we communicate.
For instance, language is one symbolic communication. Language consists of rules, grammar, and se-
mantics. To communicate, you need to learn the language. Human communication mainly happens in
Symbolic Communication. From childhood, we learn these symbols, their meaning, and how to use the
combination of these symbols to effectively communicate. Spoken communication can happen in two
ways, verbal communication, and prosody communication. Verbal communication is a way of express-
ing using words or a combination of words in larger sentences. In contrast, prosodic communication is
the way of expressing emotion, intent, emphasis, style, and so on. Prosody doesn’t contain any symbols
and thus cannot be represented using discrete units. But prosody is crucial for human communication.
Prosodic information doesn’t have to be dependent on verbal communication; for example, if someone
says ”It’s wonderful” in a gloomy way, although the verbal information gives a positive sense, it could
be inferred that the person is being sarcastic.

1.2 What is a Text to speech (TTS)?

A Text To Speech (TTS) is a system that converts text to synthesized speech. This technology can
be used as an assistive mechanism to communicate with users for whom reading something on a screen
is either inconvenient or not possible. A computer system can be implemented in hardware or software
to create a speech for normal language represented in the text. This system can be used to read out the
content on the screen and make many applications more accessible to people who can’t read. A TTS
system is generally composed of two parts, front-end, and back-end. Front-end is referred to the tasks of
preprocessing the text in such a way the computer understands, and Back-end is referred to the speech
synthesis given the text. Developing a TTS system involves understanding languages and human speech
production and involves multiple disciplines, including linguistics [15], acoustics [50], digital signal
processing [126], and machine learning [6].

1.2.1 Challenges

Over the years, developing a quality text to speech synthesizer has been a challenging task. A good
TTS should synthesize speech that is both natural and intelligible. Naturality refers to how close the
voice is to the human voice, and intelligibility refers to if the voice is easily understandable. Repre-
senting text in itself is a challenging problem. Text normalization and converting text to units that any
model can understand are not straightforward. The challenges are detailed below.

Text Normalization: Any TTS system takes natural language as input. But normalizing natural
language, as in representing language in common form, is very difficult. For example, consider two
sentences, (a) Give me a minute (b) Don’t miss the minute details of the project. The word minute,
even though has the same letter sequence, in two sentences it has different meanings and different
pronunciations. A more difficult problem is natural language content often not only contains text but
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numbers, dates, times, currencies, abbreviations, etc. Converting all types of text into standard forms
is difficult. But often, this is possible by considering based on the context. In other scenarios, there is
no standard way of rendering some words; for example, an email address john242@gmail.com can be
spoken as ”john two four two at the rate gmail dot com” or ”john two forty-two at the rate gmail dot
com.”

Naturalness: The ultimate goal of any TTS is to make the system sound as natural as possible, which
means closer to a human voice and can speak like all the human variations. Building such a TTS system
has been the utmost challenge over the years. Many TTS systems were able to create robotic voices
without many artifacts, but many studies proved that people prefer speech closer to humans than robotic
speech. Also, getting rid of some noise artifacts like pops, clicks, buzzes, or any other mechanical
sounds is also not straightforward if we are working on data that have these artifacts. Other than the
noise artifacts, variations in the speech can also contribute to the naturalness of the speech. A particular
phoneme has a particular variability depending on the phonemic context, position in the sentence, and
supra-segmental influence; getting this variability is probably one of the key tasks. Considerable efforts
have been made to increase the naturalness of the synthesized speech.

Intelligibility: Intelligibility can be defined as the ability of the listener to decode and understand
the message from the speech. Often intelligibility is measured by the capability to decode the message
since measuring the understanding ability is subjective and difficult. This can be considered as the
easiest challenge of all the difficulties. In fact, the synthesizers developed in older days like [1] has
reasonable intelligibility compared to modern TTS systems, given that proper text normalization is
done. Even though the intelligibility of these systems is good, they sound quite unnatural. So, achieving
intelligibility along with naturalness can be a challenging problem to fix.

Evaluation Challenges: The evaluation of the speech synthesis systems is not easy due to the lack of
universally agreed objective evaluation criteria. A few subjective techniques like Mean Opinion Score
(MOS), and Mushra are used to assess the naturalness of the synthesized outputs as compared to the
original recordings. To access intelligibility, people have used the Word error rate (WER) and Phoneme
error rate (PER) from a common ASR (Automatic Speech Translation) model on the original and the
synthesized samples. Although these evaluation techniques are used widely, there are no commonly
accepted criteria because people work on recordings from various speakers, accents, languages, and
regions.

1.2.2 Terminology

In this section, we describe common terminology used in this manuscript.

• Characters: A Character is a semiotic sign or symbol, typically a letter, numerical digit, punctu-
ation, or ideogram. Characters can represent the natural language.

• Phonemes: Principle unit of sound is called a phoneme. It is the smallest unit of sound. A
phoneme can distinguish one word from another in a particular language. They include vowels
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Figure 1.1: VAD space representing emotions in 3D space [4]

and consonants. Phonemes can work in a contrastive system of sounds, in which a fixed number
of phonemes can combine to form a large number of words. In turn, these words can combine to
form longer sentences. For example, the English language has around 44 phonemes but a longer
word dictionary. Different languages have different sets of phonemes.

• Syllables: Syllable is a basic functional unit of speech. Syllables are structural sound units used to
group phonemes. In general, syllables are a cluster of phonemes with at least one vowel. Syllables
form words. The number of syllables in a word is unrelated to the number of phonemes.

• Spectrogram: A spectrogram is a visual representation of a spectrum of frequencies for any
time-varying signal. As shown in Figure 1.2.2, the vertical axis of the spectrogram represents
frequency, the horizontal axis represents time, and the color values represent the amplitude of
the signal at that frequency. By viewing the spectrogram of a spoken sentence, professionals can
roughly infer what phonemes are spoken. They also contain prosodic information.

• Mel-spectrogram: A mel spectrogram is a spectrogram where the frequencies are converted to
mel scale. Studies have shown that humans cannot perceive frequencies on a linear scale. We are
better at distinguishing variations in lower frequencies than higher frequencies. A mel scale is a
unit of pitch such that equal distances in pitch sound are equally distant to the listener. A simple
mathematical formula can be used to convert from linear to mel scale.

• F0: F0 or the fundamental frequency is the frequency at which the vocal cords vibrate in voiced
sounds.
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Figure 1.2: Three important components of Text to speech systems.

• Duration: In this manuscript duration of a phoneme is referred to as the length of the correspond-
ing phoneme spoken in the speech.

• Prosody: Prosody is the component of speech that are not individual phonetic segments but are
properties of syllables, words, or sentences like intonation, stress, rhythm, emotion, pause, tempo,
etc. Prosody tells us the features of the speaker or the utterance, like if it’s a question or command,
its emotion, sarcasm or irony, emphasis.

• Arousal: Emotional arousal is the intensity of the emotion. It tells us how strong or weak is
particular emotion is. For example, anger has positive arousal, and sadness has negative arousal.
Arousal is represented on Y-axis in the figure 1.1.

• Valence: Emotional valence is the polarity of emotion. Positive or negative emotion. For exam-
ple, happy and excited has a positive valence, whereas sad and angry have a negative valence. As
shown in figure 1.1, valence is represented in the x-axis.

• Dominance: Dominance is the degree of control exerted by the stimulus. It represents controlling
and dominant vs. controlled or submissive. For example, anger and fear are negative emotions
with high arousal, whereas anger is dominant emotion while fear is submissive emotion. Domi-
nance is shown on Z-axis in figure 1.1.

• Vocoder: A vocoder is a system that converts acoustic information of the audio signal to the
audio waveform. Often, a TTS system is developed as a model from text to acoustic features (Mel
spectrogram). Later vocoder is used to convert the mel spectrogram to the audio waveform.

1.3 Key components in TTS

As shown in Figure 1.2, TTS consists of three main components, a text analysis model, which ex-
tracts linguistic features from raw text, and an acoustic model, which converts linguistic features to
acoustic features. And a vocoder that converts acoustic features to raw audio.

1.3.1 Text Analysis

Text analysis, often called ”Fronted” in TTS, converts input text to linguistic features which con-
tain rich information like pronunciation and prosody of the text easing the speech synthesis process.
The same words can often be spoken in many ways. Determining how the pronunciation should be is
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not strait forward. Many techniques have been developed by linguists to convert text to phonemes or
grapheme to phonemes. Text analysis generally contains several functionalities like text normalization,
word segmentation, parts of speech tagging, pronunciation prediction, and prosody extraction.

• Text normalization is the process of converting the raw text to a common format, for example,
digits to words, and is the hardest problem in text analysis. For example, the year ”2022” has to
be converted to ”two thousand and twenty-two”. Some works use rule-based text normalization
technique [110]. Later neural network-based systems have been used to model text normaliza-
tion as a sequence-to-sequence task [111, 135]. Recent works which use both rule-based and
neural network-based text analysis have also been proposed to further improve the text normal-
ization performance. Once the standard word format is obtained from character input using text
normalization, grapheme-to-phoneme conversion is applied to convert the text to a sequence of
phonemes.

• Word Segmentation is the process of finding word boundaries. For some character-based lan-
guages like Chinese and Japanese, where there are no word boundaries, the model needs to under-
stand where the words are ending, which is also necessary for grapheme-to-phoneme conversion,
prosody prediction, etc.

• POS tagging is the process of tagging parts of speech for each word like noun, verb, adjective, etc.
This is important for grapheme-to-phoneme conversion and prosody predictor, as in, depending
on the parts of speech tag, the pronunciation of the word may differ.

• Prosody prediction model predicts the prosody information like pitch, duration, and loudness of
speech, which captures the rhythm, stress, and intonation of speech. The prosody is important in
speech production because the wrong prosody can lead to totally unnatural speech.

• Grapheme to Phoneme models convert characters to phonemes which can ease speech synthe-
sis. After the text normalization, the standard word format is phonemes. A manually collected
vocabulary called lexicon is usually used for conversion, although in English, there will be many
out-of-vocabulary words for which the grapheme-to-phoneme conversion is mainly built.

1.3.2 Acoustic Models

An acoustic model converts the linguistic features to acoustic features, which are responsible for
speech generation. Various acoustic features like mel-cepstrum coefficients (MCC), mel spectrogram,
mel-generalized coefficients (MGC), fundamental frequency (f0), band aperiodicity (BAP), bark fre-
quency cepstral coefficients (BFCC), etc., are used in different models. Out of these, mel-spectrograms
are used widely in modern neural TTS systems. The acoustic models are first developed with an HMM-
based parametric model converting to acoustic features from linguistic features. Later, the neural TTS
acoustic model is developed, a sequence-to-sequence learning model, where the source sequence is text
(character/phoneme) and the target sequence is mel spectrogram frames.
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This sequence-to-sequence mapping can be learned using various architectures. An encoder-attention-
decoder was proven to work in most of scenarios. A basic LSTM [122, 106], CNN [2, 85], self atten-
tion [63] and the recent feed-forward networks with CNN’s and self attention [98, 97] are used for mel
spectrogram generation either from characters or phonemes.

1.3.3 Vocoders

Vocoders are systems that convert either intermediate features to the audio waveform. These inter-
mediate features can be either linguistic features or acoustic features. In parametric synthesis, acoustic
features like mel-cepstral coefficients, band aperiodicity, and f0 are extracted from the speech and used
to train a model which generates the audio waveform back given these features [46]. In neural-based
TTS systems, mel-spectrogram is used to condition the generation of the audio waveform. Early works
like Wavenet [81], Char2Wav [109], WaveRNN [42] directly take linguistic features and generate the
audio waveform. Later, a few methods were proposed to generate audio waveform conditioning on mel
spectrogram, which has most of the information required for audio generation. WaveGlow [92], Mel-
Gan [60], Hifi-GAN [55] and several other flow-based, GAN-based, DDPM-based models are proposed
which achieves a state of the art quality for unseen speakers as well.

1.4 History of Speech Synthesizers

In this section, we talk about how the problem of speech synthesis is perceived. Various types of
technologies are used to develop systems using Mechanical devices, Electromechanical devices, Elec-
trical and electronic devices, and modern digital devices.

1.4.1 Mechanical Devices

Much before electronic signal processing was pursued, people tried developing mechanical devices
which could replicate the human vocal tract and synthesize speech. Synthesizing human speech from
machines dates back to the 12th century [124]. The existence of some legends in the early modern
period, like ”brazen heads” [125], suggests people have tried to build mechanical devices which can
talk automatically. The real interest in the scientific community developed in the later part of the 18th
century when a competition was announced by the Imperial Academy of Sciences and Arts. Inspired
by the competition, German scientist Christian Gottlieb Kratzenstein developed a mechanical talking
device that resembles the human vocal tract and could produce five long vowel sounds [58]. The model
was designed with five organ-pipe-like resonators, which are used to produce the vowels (/a,e,i,o,u/),
when excited with different vibrations of reed. Leonhard Euler, who is famously known in the areas
of Mathematics, proposed this competition had a huge regard for the research of developing talking
machines. He wrote in 1761 that ”The construction of a machine capable of expressing sounds, with
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all the articulations, would no doubt be a very important discovery” [21]. During the same period, an-
other researcher Wolfgang von Kempelen came up with talking ”Acoustic-mechanical speech machine”
which could elicit more than five vowels. It consisted of bellows as a respiratory source of air pressure,
a wooden wind box as a trachea, a rubber funnel as a vocal tract, and a reed system as the source of gen-
erating voice. The speech is generated by controlling the device by bellows, some other ports and levers,
and manipulating the rubber vocal tract along the time. The device can synthesize consonants along with
vowels and can clearly make up the words, although it was difficult for it to generate sentences [117].
Almost a century later, a German scientist named Joseph Faber, inspired by the von Kempelen idea of
the talking machine, came up with a more advanced way of controlling the mechanical simulation which
can produce sentences instead of just words.

Although all these systems are mechanical and rely on trial and error in finding the right controllers,
no one has ever explored to understand the acoustic theory. Robert Willis, A professor at Cambridge
University, tried to approach the speech production problem based on physical acoustics. He built reed-
driven organ pipes, which by changing the length of the pipes, produced different sounds. A telescope
working idea is used to control the lengths of the tubes, and changing the length of the tube is able to
produce different resonant frequencies. Research on speech communication technologies has moved
on to understanding the spectral components of speech signals. Similarly, people have moved away
from developing speech synthesizers inspired by human organs. A German scientist named Hermann
Helmholtz developed a system to control the amplitude by maintaining the vibration of eight or more
tuning forks, each coupled to resonating chamber [32]. With careful choice of frequencies and ampli-
tude, the system was able to synthesize vowels.

1.4.2 Electro Mechanical Devices

Research on sound acoustics has led to learning the spectrum bands of sound frequencies. In 1859,
Koenig developed a system to record and visualize sound signals. They developed a system called
phonautograph which has a receiving cone, a diaphragm, and a stylus to convert sound waveform to
pressure waveform etched on smoke paper rotating around a cylinder. A few years later, he also proposed
a system where sound is used to flicker the flame, and the movements of flame are captured on a rotating
mirror producing a visualization of sound [56] as a waveform. Dayton Miller later developed a system
called ”phonodeik” to visualize and study waveforms of sounds generated by musical instruments and
human vowels.

A shift from mechanical and electromechanical devices started in 1922 by John Stewart. He worked
on ”An Electrical Analogue of the Vocal Organs” [113], an electrical circuit with two resonant branches
containing resistors, inductors, and capacitors. He proposed that by adjusting these circuit elements
in the resonant branches, various vowel sounds can be synthesized. Since manipulating these circuit
elements can be done just by turning knobs or moving sliders, he was able to synthesize two vowels by
manipulating the circuit elements and shifting resonance frequency after the synthesis of the first vowel.
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Although the circuit is easily manipulative, they are not the electrical analogue of voice organs; instead,
they replicate the acoustic resonances produced by human voices, which don’t sound natural.

In the 1930s, Bell Labs came up with a system that could analyze and synthesize speech waveforms
called Vocoder (VOice CODER). Homer Dudley developed the system where some set of parameters
are analyzed from the original speech waveform stored or transferred to other locations, which can
be used later to synthesize back the original speech signal [96]. Dudley designed a circuit that could
extract low-frequency spectral information from an acoustic speech signal via a bank of filters, transmit
that information along the low-bandwidth cable, and use it to modulate a locally supplied carrier signal
on the receiving end to reconstruct the speech. Vocoder was shown to be also working for instrumental
music or any other sounds like a train locomotive. Although the analyzed signals were synthesized
back, extracting fundamental frequency from the original signal was not possible at that time, and so
the reconstruction of natural-sounding speech was not possible. Dudley later modified this system to
have manual controls at the analysis stage called VODER (Voice Operation DEmonstratoR) [19]. A
keyboard, wrist bar, and foot pedal are used as controls. The foot pedal controls the pitch of the resonant
oscillator, and the keyboard is used to control the amplitude of periodic signals. Playing with keys and
modulating the foot pedal, an operator of the device could learn to generate speech. Voder was not the
same as the telephone; the telephone did not talk. A speech signal is just transmitted over a distance in
the telephone without any manipulation, whereas the Voder did talk by manipulating the controls.

1.4.3 Electrical and Electronic Devices

During the same period of Bell Labs developing Voder, Ralph Potter developed ”sound spectrograph”
[91], a visualization tool that can represent the time-varying record of the spectrum of sound instead of
the waveform. The visualization is called a ”spectrogram”, which has frequency on the y-axis, time on
the x-axis, and intensity represented as gray bars. Potter also suggested that spectrogram can also be
used as a potential application to aid persons who are hearing impaired. The idea was if we train a user
to understand the spectrogram, they can read the content by seeing the auditory information as visual
content. Later many works followed on design, analyzing, and understanding of spectrograph ([53],
[54], [57] and [112]).

Frank Cooper and Alvin Liberman, researchers at Haskins Laboratories, started research on analyz-
ing spectrogram and modifying the spectral representation of speech, transforming back to sound so
that the modification made in the spectrogram is perceived. In 1951, they developed a device called
”Pattern Playback,” which allows users to draw the spectrogram on a transparency film and convert it
to sound waves using a system including a light source, tone wheel, photocell, and amplifier. The tone
wheel contained 50 circular soundtracks that, when turned by a motor at 1800 rpm, would modulate
light to generate harmonic frequencies from 120-6000 Hz, roughly covering the speech spectrum. The
photocell would receive only the portions of the spectrum corresponding to the pattern that had been
drawn on the film and convert them to an electrical signal which could be amplified and played through
a loudspeaker. Pattern playback is the first speech synthesizer used widely for experimentation in un-
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derstanding the structure of speech. One such study was used to understand how the formant transitions
happen at the onset and offset of the consonants ([16], [7]). People also formalized rules ([38],[65]) for
generating utterances using pattern playback. Although the only drawback of the system was the user
had to hand draw the spectrogram on the transparent film. During the same period, various other works,
including Parametric Artificial Talker [61] and ”OVE II” [24] are developed, which also use spectro-
grams and an electric circuit with resonant branches which produces the frequencies according to the
spectrogram.

Simultaneously research on storing speech waveforms is largely explored, and it was possible to store
audio on magnetic tapes. This led to pursuing the speech synthesizer as a concatenating small speech
segment of prerecorded natural speech. Harris ([31],[30]) developed a system that isolates the segments
of tape that contain many instances of consonants and vowels. Synthetic speech is created by piecing
together isolated segments which have matching harmonics and formant frequencies. The speech was
intelligible but quite unnatural because of discontinuities at the boundaries of isolated segments. Later
[83] developed an alternate segmentation technique called ”dyad”, which is the segment in time from
a steady state location of one phoneme to another. Along with phone and phone dyad, other segments
like syllable nuclei, syllable, half syllable, syllable dyads, and word segments can be used from a small
set of units to stitch together to form larger utterances. This approach was responsible for modern TTS
with unit selection techniques.

1.4.4 Digital Systems

The emergence of digital computing in the 1960s has led to the advent of modern speech synthe-
sizers. The first digital speech synthesizer was developed at Bell Labs by John Kelly and Lochbaum
[47]. They used an IBM 704 computer to generate the speech by typing on the keyboard. This was
considered one of the most prominent events in Bell labs [124]. Their system is a computer algorithm
that generates acoustic waves in an analog of the vocal tract configurations. The keyboard is used to
control the parameters of the analog circuit, synthesizing speech according to the controls. This allowed
the control of the synthesis using a computer interface, while the process of generating waveform is in
an analog circuit. [34] proposed a set of rules which converts the controls to time series parameters of
the resonance synthesizer.

More research on using computer controls for vocal tract synthesis started during this time. Observ-
ing and understanding the spatial and temporal movements of the human vocal tract was also possible
due to advancements in the field of X-ray technology. This led to a new type of synthesis called ”Artic-
ulatory synthesis.” This system produces speech by simulating the behavior of human voice organs such
as lips, tongue, glottis, and moving vocal tract. [14] developed a system based on a computation model
of speech articulators. Controlling the articulator behaviors is quite difficult and also involves large
amounts of collecting data and understanding the simulation behavior. In the meantime, people also
used the computer to build controls for analog circuit synthesis called formant synthesizers. Various
systems called ”Klattalk” [51], ”MITalk” [1], ”DecTalk”, and ”KLSYN88” have particularly become
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quite popular as a text to speech synthesizers. [104] and [52] developed systems called which can con-
trol the resonant parameters like frequency and amplitude of the waveforms. The speech synthesized
was just the sounds of the frequencies generated from the circuits, so they are not natural.

Owing to the naturalness of the synthesized quality approaches based on collecting and manipulating
human voices are probably the way to go in speech synthesis. Many types of speech synthesis systems
have been developed in the digital era focusing primarily on the quality of the speech for automated
messaging and digital assistants. These systems leverage a database containing many hours of record-
ings collected from voice actors. One such method is called ”Concatenative Synthesis” similar to [30],
where parts of audio are stitched together to form complete audio, only the algorithms are much more
efficient in finding the smaller sound segments and stitching them together longer utterances. [79], [75]
and [102] are some works uses concatenative approaches to synthesize. The quality of the synthesis is
limited by the size of the original database. Also, stitching the small segments causes discontinuities in
the prosody, emotion, and pitch patterns in the synthesis. A different technique was proposed to over-
come the challenges of the concatenative approach, ”Statistical Parametric Speech Synthesis (SSPS)”.
In 1999 Yoshimura [129] proposed an HMM-based speech synthesizer that relies on generating spectral
features of the audio wave and then converting them to audio wave using some techniques ([37],[36],
and [46]). This idea has clear advantages over the previous approaches, with good quality, flexibility in
controlling the features for synthesis, and low cost of data collection. SSPS has become quite popular,
and many techniques ([116],[128], and [134])followed the idea of developing and improving the quality
and naturalness of the synthesized samples. However, the generated voice is still robotic and has some
artifacts in the output.

In 2010, with the advent of Deep Neural Networks (DNNs), speech synthesizers were also developed
using DNNs. [131] and [93] incorporated DNNs in Parametric synthesizers. Few works, including [23],
[132] and [133] worked on using Recurrent Neural Networks (RNNs) to generate acoustic features
and later used a vocoder to convert these acoustic features to the audio waveform. [121] proposed
an end-to-end speech synthesis system directly predicting acoustic features from phoneme sequence.
Wavenet [81] is one of the first neural methods which can synthesize direct audio from a sequence
of linguistic features. These methods have largely improved the quality of the synthesized speech.
Later various methods were proposed using deep learning techniques and various architectures like
CNN’s, RNN’s, LSTM’s, and Transformers. Most notable ones include Tacotron [122], Tacotron2
[106], DeepVoice 1[2], DeepVoice 2 [2], Fastspeech [98], Fastspeech2 [97] and many other methods
which directly predicts Mel-spectrogram. And various vocoders like Waveglow [92], MelGAN [60],
and HiFi-GAN [55] are proposed, which convert mel spectrogram to audio signals. Some other methods
like ClariNet [84], FastSpeech2s [97], and EATS [18] predict and generate audio directly instead of
spectrogram prediction.
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1.5 Speech Synthesis Techniques

The most important qualities of the TTS system are naturalness and intelligibility. Naturalness refers
to how close the speech is to humans’ voices, and intelligibility refers to the ease of understanding
the output. Building TTS systems with high quality was approached in various ways. Each has its
limitations and advantages. They are broadly categorized and detailed below.

1.5.1 Articulatory Synthesis

Articulatory synthesis produces speech by simulating the behavior of human voice organs such as
lips, tongue, glottis, and moving vocal tract. This synthesis could be very natural because it is closer
to how humans speak. Since the synthesis is closer to the human vocal tract, the synthesized speech is
fairly natural and intelligible, and many models were developed on proper control of articulators using
computer algorithms ([66],[71], [100] and [105]). Although these systems are closer to human vocal
synthesis, controlling the articulator behaviors is difficult. For example, it is hard to collect the data for
observing the articulator simulation.

1.5.2 Formant Synthesis

Formant synthesis produces speech using an analog circuit instead of using the human voice, where
the controls are generated by a set of rules ([104], [52], and [1]). The rules are generally developed by
linguists to replicate the formant structure and other spectral properties of speech. Resonant circuits are
used to generate sounds by controlling the parameters like fundamental frequency, voicing, and noise
levels. The speech generated is fairly intelligible, which is easily understandable, can be generated using
limited computation resources, and is not dependent on collecting large amounts of data. Although the
speech generated is intelligible, it still has a lot of unnecessary artifacts and is unnatural. It is also
difficult to form the rules.

1.5.3 Concatenative Synthesis

Concatenative synthesis is one such technique that relies on collecting ample amounts of speech data
of a person, breaking the speech into small portions, storing them in the database, and concatenating
these pieces to form the synthesized speech. The database can usually contain speech utterances from
phonemes, syllables, and words to even sentences recorded by a voice actor.

This system is widely accepted and used for commercial purposes like in talking clocks or calcula-
tors. Because these systems are dependent on words or phonemes in the database, they cannot be used
to generate longer and random utterances. They can only generate a pre-programmed combination of
words or phones. Concatenative synthesis can generate audio with high intelligibility and with timbre
close to a human voice actor. However, since the synthesis is generated by stitching the small pieces, the
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synthesis lacks smoothness in stress, prosody, or emotion. Hence, the synthesized audio is less natural
and has less prosody.

1.5.4 Parametric Synthesis

To address the problems of concatenative synthesis, parametric synthesis is proposed. Paramet-
ric synthesis ([129], [116], [134], and [115]) is a synthesis method that uses Hidden Markov Models
(HMM), which is also called statistical parametric speech synthesis. The basic idea is instead of directly
generating the waveform by concatenating the small pieces, the model first generates the acoustic fea-
tures, which are later converted to the audio waveform. This consists of text analysis, an acoustic feature
extractor, and a vocoder that converts acoustic features to the audio waveform. Text is converted to lin-
guistic features, and the acoustic model converts these to acoustic features like frequency, spectrum, or
cepstrum. These acoustic models are based on HMM, which is trained on paired linguistic features and
acoustic features. However, the synthesized audio is less natural, with artifacts like buzzing, muffled or
noisy audio. Also, the generated voice is still robotic and can be easily differentiated from the human
voice.

1.5.5 Neural Synthesis

With the development of deep learning, neural network TTS systems are proposed. Some works have
been proposed to replace the HMM-based acoustic model with a neural network. The first notable work,
WaveNet [81] is proposed to generate audio waveform directly from linguistic features. Later various
methods like Tacotron [122], Deepvoice [2], FastSpeech [98], FastSpeech2 [97] are proposed, which
uses a neural network based acoustic model to convert linguistic features to Mel spectrogram. And
these acoustic features are then later converted to audio waveform using vocoders. Vocoders are again
developed with neural networks like [92, 60, 55]. Later direct text to waveform end to end systems is
also developed like FastSpeech2s [97], ClariNet [84], and EATS [18].

1.6 Emotion Controlled TTS

Emotion is crucial for any conversation to happen. Emotion can totally change the meaning of the
dialogue. As shown in Figure 4.1, depending on Romeo’s response, Juliet will respond to different
things, and it can change the whole trail of the conversation. The existing Neural Text to speech models
can achieve human-level performance, but the variations it learns are limited to the data, and generally,
it learns to render in the average variations of the training dataset. For example, the models learn only
one way of speaking a particular sentence with average variations. Systems like [97] provide controls
at the phoneme level to vary a few parameters like pitch, duration, and energy, which will impact the
synthesis accordingly. But it is difficult to control these variances per phoneme to render an intended
emotion.
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Generating any text into the target emotion can be thought of as a supervised task, given the text,
audio, and emotion annotation of an utterance. However, collecting such clean data is both time-
consuming and costly. Hence it is not reliable to depend on data to train an end to end emotion-
controllable TTS systems. However, some unsupervised and semi-supervised systems have been devel-
oped to achieve emotion controllability. However, they come with some limitations, where the control of
emotion is achieved but at the cost of loss in quality of the rendered speech. Emotion control can also be
either discrete emotions (like happy, sad, angry, etc.) or continuous emotions (like arousal, valance, and
dominance). Collecting data for discrete emotions is relatively easy than annotating the samples using
continuous emotion space because emotion values are highly subjective. But finer control of emotions
cannot be achieved with discrete emotions. So, our work focuses on controlling emotions in renderings
with continuous emotion space (Valance, Arousal, and Dominance)

This thesis talks about two of our works that can achieve control of emotions in the output renderings
for a given text. In chapter 3, we first propose an idea where we try to learn a mapping between emotion
value (Arousal and Valance) and the intermediate variances like pitch, duration, and energy of each
phoneme. Changing these variances can change the emotion in the output synthesis. The proposed
method first trains a multi-speaker TTS system on a clean LibriTTS [82] dataset. Later, it uses annotated
emotion corpus MSP Podcast corpus [67] to train a model to learn the mapping between emotion and the
intermediate variances. The proposed model also takes speaker embedding from a pre-trained speaker
encoder.

In chapter 4, we talk about the shortcomings of the above-proposed method. Since the above method
learns the mapping of these variances conditioned on speaker identity, the variances can be highly
dependent on speaker embedding, but the speaker embedding used from a pre-trained network is not
perfect. We propose a system that can adapt to any existing TTS architecture. The model captures the
change in the variances from a neutral emotion instead of capturing the whole variances of any emotion.
We show the advantage of this proposed method over the existing methods.

14



Chapter 2

Related Work

2.1 Neural TTS

Neural network-based TTS have changed the landscape of speech synthesis research and have sig-
nificantly improved the speech quality over conventional concatenative and statistical parametric ap-
proaches [35, 127]. Some of the recent popular neural TTS systems are Tacotron [122], Tacotron
2 [106], Deep Voice 1,2,3 [2, 26] and ClariNet [84]. These approaches first generate Mel-spectrogram
autoregressively from text input. The Mel-spectrogram is then synthesized into speech using vocoders
like Griffin-Lim [28], WaveNet [81], Parallel WaveNet [80], MelGAN [60], and HiFiGAN [55]. More
recently, the FastSpeech [98] and FastSpeech 2 [97] methods approach TTS in a non-autoregressive
manner and show extremely high computational gains during training and inference. Despite synthesiz-
ing natural-sounding speech, the above-mentioned neural TTS models give little or no control over the
emotional expression for a given sentence.

2.2 Multiple Speaker TTS

There has been a major focus on scaling TTS systems to multiple speakers. Early neural multi-
speaker TTS models require tens of minutes of training data per speaker. Fan et al. [22] proposed a
neural network model which uses a shared hidden state representation for multiple speakers and speaker-
dependent output layers. Gibiansky et al. [26] introduced a multi-speaker variation of Tacotron, which
learned low-dimensional speaker embeddings for each training speaker. Their later work [86] scaled up
to support over 2,400 speakers. Such systems [26, 86, 22] learn a fixed set of speaker embeddings and
therefore only support the synthesis of voices seen during training. More recent approaches decouple
speaker modeling from speech synthesis by independently training a speaker-discriminative embedding
network [76]. The TTS models are then conditioned on these speaker-discriminative embedding ob-
tainable from a few seconds of speech for the given speaker. Wan et al. [119] train speaker verification
network, Jia et al. [39] condition the Tacotron 2 model on the embeddings of verification network. Our
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work extends such zero-shot multi-speaker support for a non-autoregressive model, FastSpeech2.

2.3 Prosody and conversational speech

Unlike written text, spoken words contain additional non-verbal information. These cues are collec-
tively termed prosody [62] that include variations in tone, pitch, energy, duration, accents, intonation,
stress, etc. [8] showed that prosodic exchange is unavoidable in human dialogue. Various machine
learning methods have been proposed to predict emotion in speech from its prosody variations [3, 43].
Variations in pitch accents [78], for example, lead to a significant difference in how the receiver per-
ceives the content. A sentence (like I said unlock the door, not lock it from [99])
could be delivered both as a statement and a command by merely changing prosody.

Emotion recognition in conversations has gained increasing attention for developing empathetic ma-
chines with emotion-tagged multi-modal data publicly available for modeling like [64, 88, 10]. While
most methods like [68, 40] use a combination of text and speech information, some leverage additional
side-information from broader context [25] and the topic of conversation [136].

In such labeled data, emotion is often represented as a categorical variable over a discrete space fol-
lowing models like Ekman’s basic emotions [20] or the wheel of Plutchik [87]. This choice is largely
owing to the ease of annotating data. [101] proposed a continuous two-dimensional space as an alterna-
tive called the valence-arousal model for human emotions. Arousal signifies the intensity of the emotion,
while valence captures its polarity. It has been extended to add a third dimension of dominance, making
it the valence-arousal-dominance (VAD) model. VAD has since been widely used in modeling emotion
in music [27, 94], speech [3, 43] and other content [41, 9]. We use the continuous space representation
as it is richer and more convenient to handle in our model.

2.4 Expressive TTS and Controllable TTS

Following enormous progress in neural TTS systems, the focus in recent years has shifted to mod-
eling latent aspects of prosody. Humans speak with different styles and tonal variations, but there is
an underlying pattern or constraint to these varying styles. The absence of an expected variation or the
presence of an unexpected variation is easily detected as uncanny speech by a human listener.

Wang et al. [123] proposed a framework to learn a bank of style embeddings called “Global Style
Tokens” (GST) that are jointly trained within Tacotron (without any explicit supervision). A weighted
combination of these vectors corresponds to a range of acoustic variations. Battenberg et al. [5] intro-
duces a hierarchical latent variable model to separate style from prosody. Although such unsupervised
methods [123, 5] can achieve prosodic variations, they can be hard to interpret and do not allow a
straightforward control for varying the emotional prosody.
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Skerry-Ryan et al. [108] proposed an end-to-end framework for prosody transfer, where the repre-
sentation of prosody is learned from reference acoustic signals. The system transfers prosody from one
speaker to another in a pitch-absolute manner. Karlapati et al. [45] proposed a framework for reference
prosody by capturing aspects like rhythm, emphasis, melody, etc., from the source speaker. However,
such reference-based methods cannot give the desired level of control as it requires a source reference
for each different style of utterance. While such methods can work for scenarios like dubbing, they fall
short on audiobook generation and other creative applications.

Habib et al. [29] proposed a generative TTS model with a semi-supervised latent variable that can
control affect in discrete levels. Data collection involved recording reading text in either a happy, sad
or angry voice at two levels of arousal. These six levels of arousal-valence combinations were used for
partial supervision of latent variables. The model brings control only over discrete affective states (6
points), only representing a subset of emotions. Our work extends this idea by giving affect control over
the continuous space of arousal and valence. Arousal(A) is a measure of intensity, whereas Valance
(V) describes emotion’s positivity or negativity. Russell et al. [101] show that these two parameters can
represent various emotions in a 2D plane (Figure 3.2).

By conditioning TTS on AV values, our work allows fine-grained and interpretable control over
the synthesized speech. We choose Fastspeech2[97] as the backbone due to its simplicity and ultra-
fast inference speed. Fastspeech2 predicts low-level features like pitch, duration, and energy for each
phoneme and conditions the decoder on them. Our work facilitates a sentence-level conditioning of
these phoneme-level features using scalar values for Arousal-Valence (AV).

Controllable TTS Neural TTS systems are now increasingly popular, improving upon older con-
catenative statistical systems [73] in synthesized speech naturalness. These are broadly sequence-to-
sequence networks with an encoder processing the input text or phoneme sequence followed by a de-
coder that generates the sequence of Mel frames for output speech. Mel frames are then projected into
the time domain by a vocoder [81, 28] to generate the speech. Decoding could be autoregressive with
Tacotron-like models [122] or non-autoregressive with Fastspeech-like models [98].

Non-autoregressive models are faster at inference than autoregressive models with about comparable
naturalness of speech quality [97]. The trick non-autoregressive models use to generate Mel frames in
parallel is to predict the relevant features as an intermediate step and condition the independent decoding
of Mels on them. This technique is now increasingly adopted for autoregressive models as well [120] to
predict features like phoneme duration that improve decoding stability avoiding alignment issues. Our
method is compatible with any architecture that predicts prosodic features of pitch, energy, and duration
as an intermediate step before decoding.

Going beyond the naturalness of speech, there has been considerable effort to improve the expres-
siveness of the renderings. Some focused on learning a linear space of variations in speech expressions
for selecting a suitable variation at inference time. [123] learn this space unsupervised by encouraging
it to explain all variations in training data not captured in content embedding. A reference encoder maps
an input utterance to a style embedding as a linear combination of basis style vectors. Manual analysis

17



is required to understand the prosody feature learned into a basis vector that could include variations
like vocal depth or pitch, speaking rate, or even background noise as available in training data. While
this offers style control, it does not explicitly learn the prosody variations of interest in the style space.
Our work focuses on the same level of control but specifically over the affective state as labeled in some
data for supervision.

[107] propose a model similar to [123] with style tokens restricted to valence and arousal. However,
the absolute (pitch, energy, duration) feature predictions restrict prosody control, leading to unnatural
distortions. Specifically, it skews more towards retaining the speaker’s voice identity than the emotion
and entangles emotion with other acoustic features. [45] replace the linear style space with a variational
reference encoder to generate prosody embedding to condition the decoder. [5] use a similar variational
model but instead force its posterior to match that of the reference utterance to copy prosody with a
controllable parameter determining the closeness of the match. This trick alleviates certain issues like
in pitch-range [130] and transfer to unrelated sentences but exposes a lower degree of control with no
explicit levers to operate, as possible in our work.

[29] propose to learn explicit latent representation for various prosodic variables, segregating them
into explicitly controllable (like affect, speaking rate, etc.) and implicit (like intonation, rhythm, stress,
etc.). While the model offers a higher degree of explicit control, it requires using proprietary studio
recorded data with utterances reflecting prompted emotions at specified arousal. Dependence on explicit
supervision from studio-recorded data makes it harder to scale this model across languages and other
prosodic variations. In contrast, we use publicly available data with emotion labels to train our models.

There are other methods that try to predict suitable prosody features from text content. [95] add a
prosody encoder module to the standard TTS network that predicts certain hand-crafted prosody fea-
tures from text embedding of input. This prosody encoder is used with a small optional bias for affect
variations at inference. [33] extend this to replace hand-crafting prosody features with explicit training
followed by their prediction from the text. [44] further enriches the textual context using BERT embed-
dings and parse trees. These methods are limited in expressiveness offering no control over rendering
the emotion that our work focuses on.
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Chapter 3

Emotion controllable TTS system

Machine-generated speech is characterized by its limited or unnatural emotional variation. Current
text-to-speech systems generate speech with either a flat emotion, emotion selected from a predefined
set, average variation learned from prosody sequences in training data, or transferred from a source style.
We propose a text-to-speech (TTS) system where a user can choose the emotion of generated speech
from a continuous and meaningful emotion space (Arousal-Valence space). The proposed TTS system
can generate speech from the text in any speaker’s style, with fine control of emotion. We show that
the system works on emotion unseen during training and can scale to previously unseen speakers given
his/her speech sample. Our work expands the horizon of the state-of-the-art FastSpeech2 backbone to a
multi-speaker setting and gives it much-coveted continuous (and interpretable) affective control without
any observable degradation in the quality of the synthesized speech.

3.1 Introduction

Text-to-speech(TTS) applications strive to synthesize ’human-like speech.’ This task not only needs
modeling of the human vocal system (to generate the frequencies given a sequence of phonemes) but
also captures the prosody and intonation variations present in human speech. Neural network models
have made significant improvements in enhancing the quality of generated speech, and most state-of-
the-art TTS systems, like Deep Voice[2], Tacotron[122], and Fastspeech2[97] generates natural sound-
ing voice. However, high-level affective controllability still remains a much-coveted property in these
speech generation systems and has been a problem of interest in the speech community for well over
three decades [11, 103].

Controlling emotional prosody (affective control) is vital for many creative applications (like audio-
book generation and virtual assistants) and desirable in almost all speech generation use cases. Affective
control is a challenging task, and even with the significant improvements in recent years, TTS systems
today do not have high-level interpretable emotion control. The existing systems are restricted to either
transfer of prosody from source style[45] or learning prosody globally given a phoneme sequence[97].
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Figure 3.1: Schematic diagram of the proposed model.

Habib et al. [29] proposed a system to control affect; however, their method cannot incorporate fine
control and is limited to six discrete emotional states.

We propose a TTS system based on FastSpeech2[97] and bring in fine-grain prosody control and
multi-speaker control. The improvements are achieved without any observable degradation in the syn-
thesized speech quality and without compromising its ultra-fast inference. Similar to Fastspeech2, our
model predicts low-level features from the phoneme sequence (e.g., pitch, energy, and duration). How-
ever, the proposed model incorporates high-level and interpretable sentence-level control over the low-
level intermediate predictions computed for each phoneme. Our approach has profound implications
from a usability perspective because (a) for a human, a phoneme level control is difficult to interact
with, and our model allows sentence-level emotional control, and (b) low-level features like pitch, en-
ergy, duration, etc. are difficult to interpret and by conditioning them on arousal valence values, our
model allows an expressible emotional control. We condition the encoder to scale for multiple speak-
ers and transform the encoded vector to incorporate the continuous arousal-valence values. Our core
contributions are:

• We extend the FastSpeech2 architecture to scale for multiple speakers based on fixed-size speaker
embeddings.

• We propose a novel Prosody Control(PC) block into FastSpeech2 architecture to incorporate high-
level affective sentence level control using scalar Arousal-Valence values on the low-level and
phoneme level variance features like pitch, energy, and duration.

• The proposed architecture hence allows to generate speech with fine grain emotional control as
they can be chosen from a continuous and interpretable Arousal-Valence space.

3.2 Method

Our model uses Fastspeech2 as its backbone[97]. Unlike autoregressive models, Fastspeech2 does
not depend on the previous frames to generate the next frames, leading to faster synthesis. The model
comprises of mainly three parts, namely: the encoder-decoder block, the prosody control block, and the
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variance adaptor (Figure 3.1). The encoder block(E) and decoder block(D) are feed-Forward transform-
ers with self-attention and 1-D convolution layers. The model has three inputs:

• Text: The text to be rendered as speech

• Speaker reference waveform: Audio sample of source speaker in whose voice the output will be
rendered.

• Target Emotion: Arousal and valence values corresponding to the target emotion

The phoneme encoder gives a vector representation of fixed size for each of the phonemes in the
input text. These embeddings are padded along sequence dimensions to match the number of phonemes
in all the inputs across a batch. To incorporate speaker information into these embeddings, we condition
our encoder(E) on speaker identity by using an embedding trained for speaker verification [119]. These
embeddings capture the characteristics of different speakers, invariant to the content and background
noise. Given a speaker reference waveform, using the pre-trained model, we generate 256 dimension
speaker embedding. We concatenate the phoneme embedding with speaker embedding along the se-
quence dimension at the zeroth position. i.e., the speaker embedding appears as the first phoneme in the
concatenated vector. This technique ensures the constant position of speaker embedding (irrespective of
the pad length of phonemes). The encoder(E) learns a representation for each phoneme attending to all
other phonemes along with speaker embedding. We call this representation E1. We observed that con-
ditioning the encoder with speaker embedding gives better results than conditioning the decoder with
speaker embedding. In our model, conditioning the decoder with speaker embedding did not capture
the speaker’s identity. We hypothesize this is because the variance predictions are dependent on speaker
embeddings. The encoder’s output and predicted variances (pitch, energy, duration) are decoded(at D)
to obtain the Mel-spectrogram. The loss is computed between the generated Mel-spectrogram and the
spectrogram of target speech(Mel-loss). This end-to-end structure forms the backbone of our system.

The Prosody Control(PC) block generates a latent representation for each phoneme with affective
cues from arousal and valence. We use two learnable vectors of length 256 to represent arousal and
valance, respectively. The combined emotion is computed as the sum of these two vectors, weighted
by arousal and valence inputs. The two vectors are trained with the loss computed at each of the
variance predictors along with Mel-loss. The weighted sum is concatenated with E1 and passed through
a linear layer(condition block). The resulting representation is a phoneme embedding incorporating
input emotions. We call this representation E2.

E2 is passed through the duration predictor, which predicts a duration for each of the phonemes.
Based on the duration (d) predicted for each phoneme using E2, the length regulator expands the hidden
states of the phoneme sequence d times for both E1 and E2. The total length of the hidden states in
the two regulated embeddings now corresponds to the length of the output Mel-spectrograms. Pitch and
energy are predicted at corresponding variance predictors using regulated E2. Each variance predic-
tor is trained with corresponding ground truth extracted from the speech wave. The energy and pitch
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Figure 3.2: The 2-D Emotion Wheel.

computed are added to regulated E1 and are passed to decoder block(D). The decoder outputs the Mel
spectrogram. We use the MelGan vocoder [60] to generate raw speech from the spectrogram.

We use E2 to predict the variances and use the resultant predictions to modify E1. Decoder gets
E1 as input, which is not concatenated with affective cues. This strategy ensures that the emotion only
modifies the pitch, energy, and duration, and the encoder-decoder module of the TTS can be trained
independently of the prosody control block. We propose this strategy to train the backbone and prosody
controller block on LibriSpeech and MSP datasets independently. This ensures that errors incurred in
transcribing MSP do not affect TTS quality. We train the prosody control block separately after training
and freezing the encoder-decoder modules.

3.3 Experiments and Results

3.3.1 Dataset

We use two datasets to train our model. We train our backbone multi-speaker TTS model (leaving
out Prosody Controller block) on LibriSpeech [82] dataset. LibriSpeech [82] contains transcripts and
corresponding audio samples spoken by multiple speakers. Our model takes phoneme sequences as
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Figure 3.3: Freeze the weights of Encoder-Decoder (in red) and fine-tune the variance adaptors.

input. The text sequence is converted into a phoneme sequence using the method proposed in [114]. We
generate Mel spectrogram from the audio file following the work in [106]. This is used to compute loss
with a predicted Mel spectrogram. We compute energy, pitch, and duration from the speech to train the
corresponding variance predictors. To train the duration predictor, we generate ground truth values of
duration per phoneme using Montreal Forced aligner(MFA) [72]. MFA is a speech-text alignment tool
used to generate time-aligned versions of audio files from the given transcript. LibriSpeech consists of
two clean training sets comprising 436 hours of speech training data. We train on this data and use some
of the speaker samples as a validation set. This dataset has no affective annotations.

We train our Prosody Controller(PC) block on MSP Podcast corpus [67] . MSP Podcast is a speech
corpus annotated with emotions. It consists of podcast segments annotated with emotion labels and
valance arousal values ranging from 1 to 7. The corpus consists of 73K segments comprising 100
hours of speech, split into training and validation data. MSP Podcast corpus does not contain transcripts
for the audio segments. To generate transcripts, we use Google speech-to-text API. We use Montreal-
Forced-aligner(MFA) [72] to achieve alignment, and if MFA does not find proper alignment for the text
and audio pair, the sample is discarded. This accounts for the inaccuracies of the speech-to-text API
and background noise in audio samples. After applying MFA and discarding the wrongly transcribed
samples, we are left with 55k samples comprising roughly 71 hours of speech. We use this data to train
our prosody control module.

3.3.2 Training

We train our model in two stages.

• We first train our multi-speaker model barring Prosody Controller block on LibriSpeech [82]
dataset. The encoder-decoder model with variance adaptors is trained together. The total loss
consists of Mel loss(computed between the predicted spectrogram and the spectrogram of corre-
sponding ground truth audio), pitch loss, energy loss, and duration loss (each of which is com-
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Model Mean Opinion Score(MOS)
Fastspeech2 3.65± 0.09
Our Model 3.62± 0.13

Speaker Similarity Mean Opinion Score(MOS)
Same speaker set 3.6± 0.08
Same gender speaker set 2.55± 0.09
Different gender speaker set 1.2± 0.04

Affect control Avg. rater score in %
Superlative emotion match 86.0

Table 3.1: The MOS with 95% confidence intervals.

puted directly from the ground truth audio). In this phase, E1 is directly used as input to variance
predictors. The model is trained on 4 GPUs with a batch size of 16. We use Adam optimizer to
train the model. The training takes around 200k steps until convergence.

• In the second phase, we train our Prosody Controller block using MSP Podcast[67] corpus. We
bring the emotion control by conditioning variance predictors on arousal valance values along
with phoneme sequences(E2). In this phase, we freeze the weights of the encoder-decoder model
trained on LibriSpeech and only train the PC and variance adaptors as shown in Figure 3.3. The
model is trained on 4 GPUs with a batch size of 16, and it takes 150k steps until convergence.

3.3.3 Model Performance

We measure the naturalness of generated speech, speaker sensitivity, and emotion control of our
model through three user studies. We assess the voice’s naturalness and speaker similarity using the
Mean Opinion Score (MOS) collected from subjective listening tests. We use a Likert scale with a
range of 1 to 5 in 1.0 point increments. We evaluate emotion control using the average rater score. The
results are reported in Table 3.1.
Naturalness of generated speech: To evaluate the naturalness of the generated speech, we use a set
of 30 phrases that do not appear in the training set of either MSP or LibriSpeech and synthesize audio
using our model. To compare the MOS of our model, we also synthesize the same phrases using Fast-
speech2 [97]. A collection of samples from both these models are provided to users. Twenty proficient
English speakers are asked to make quality judgments about the naturalness of the synthesized speech
samples and asked to rate on a Likert scale of range 1 to 5, where 1 being ‘completely unnatural’ and
5 being ‘completely natural’. The results in Table 3.1 show that similar scores are obtained for the two
models. The results demonstrate that our model does not bring any noticeable distortions in terms of the
naturalness of generated speech compared to the Fastspeech2 backbone.

Capturing reference speaker voice : Speaker similarity is evaluated in a similar fashion using MOS.
We validate the speaker similarity on three different sets.
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• Same speaker set: This set consists of sample pairs synthesized from the same speaker. The pair
consists of either a ground truth speech and a synthesized sample or both synthesized samples.

• Same-gender speaker set: Here, we synthesize phrases for a set of speakers of the same gender.
We form pairs of samples with the same gender but with different speaker.

• Different gender speaker set: This set is curated by pairing synthesized audio samples generated
for speakers from opposite genders.

Given a pair of samples, participants were asked to rate the similarity score of how close the voices
sound on a Likert scale of 1 to 5. Where 1 corresponds to ‘Not at all similar,’ and 5 corresponds
to ‘extremely similar’. For the same speaker set, we obtained a MOS of 3.6. This shows that our
model can synthesize voices that sound close to a given target speaker. The MOS of 2.55 for the same
gender set shows that audio generated from different speakers of the same gender has a certain degree of
similarity. Furthermore, the low MOS of 1.2 for samples from different genders shows that our model’s
synthesized speech can be discriminated based on gender.
Affective control: Interpreting affect in rendition is subjective, challenging, and highly correlated with
the content. We use user ratings to evaluate affect control. The model being conditioned on the continu-
ous and meaningful space of emotion, the user can change the level of emotion from happy to delighted,
sad to depressed, etc., superlatively, during synthesis. We synthesize a set of phrases with different
arousal valence(AV) values to evaluate the control obtained by changing AV values.

For our survey, we chose samples consisting of different levels of four emotions: happy, sad, angry,
and excited. We provide a pair of samples for each of the above emotions, with one sample correspond-
ing to the lower level of the emotion and the other corresponding to the higher level of the respective
emotion (e.g., happy to delighted). We choose appropriate AV values such that particular emotion is ex-
pressed in two degrees. Raters are asked not to judge the content and choose the sample expressing the
particular emotion strongly (e.g., which one is angrier or happier). Every rater is shown eight different
pairs of samples. We choose two pairs from each of the aforementioned emotions. The reported score
shows the average percentage score obtained by raters in choosing the stronger emotion.

Compiling results from all the users, we observe that 86% of the raters can correctly choose the
sample strongly expressing a particular emotion. The study shows the ability of the model to control
prosody using arousal valance values.

3.4 Limitations and Conclusions

Although we were able to achieve reasonable control over the emotions, as in we were able to syn-
thesize the given Arousal and Valance value, the control comes at the cost of quality. And emotion
control can also be improved by experimenting with varied levels of emotions in different settings. For
example, assessing the emotion level of an utterance is highly subjective and difficult without providing
any context. So, the evaluation might not be robust.
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Our work addresses the problem of emotional prosody control in machine-generated speech. In
contrast to previous prosody control methods, which are either difficult to interpret by humans, require
reference audio, or allow selection only among a discrete set of emotions, our method allows a contin-
uous and interpretable variation. We use the FastSpeech2 TTS model as a backbone and add a novel
Prosody Control (PC) block. The PC blocks conditions the phoneme level variational parameters on
sentence-level Arousal Valance values. We also extend the FastSpeech2 framework to support multiple
speakers by conditioning it on a discriminative speaker embedding. Our user study results demonstrate
the efficacy of the proposed framework and show that it can synthesize natural-sounding speech, mimic
reference speakers, and allow interpretable emotional prosody control.

Audio samples for our experiments are available at: https://researchweb.iiit.ac.in/

˜sarath.s/emotts/
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Chapter 4

Enhanced emotion controllable TTS system

We present a method to control the emotional prosody of Text to Speech (TTS) systems by using
phoneme-level intermediate features (pitch, energy, and duration) as levers. As a key idea, we propose
Differential Scaling (DS) to disentangle features relating to affective prosody from those arising due to
acoustics conditions and speaker identity. With thorough experimental studies, we show that the pro-
posed method improves over the prior art in accurately emulating the desired emotions while retaining
the naturalness of speech. We extend the traditional evaluation of using individual sentences for a more
complete evaluation of HCI systems. We present a novel experimental setup by replacing an actor with
a TTS system in offline and live conversations. The emotion to be rendered is either predicted or manu-
ally assigned. The results show that the proposed method is strongly preferred over the state-of-the-art
TTS system and adds the much-coveted “human touch” in machine dialogue.

4.1 Introduction
“The text is like a canoe, and the river on which it sits is the emotion. It all depends on the flow of the
river, which is your emotion. The text takes on the character of your emotion.”

— Sanford Meisner
In natural language processing, vocabulary and grammar tend to take center stage, but those elements

of speech only tell half the story. Affective prosody provides context and gives meaning to words, and
keeps listeners engaged. Understanding emotional prosody is central to language and social devel-
opment. Studies suggest that we show remarkable sensitivity to prosody “even as infants” [77, 69].
Recently [59] shows that voice-only communication likely elicits higher empathic accuracy than even
multi-sense modes including facial expressions.

[8] shows that any meaningful spoken dialogue cannot happen without some amount of prosodic
matching. As humans, we naturally anticipate and adapt with emotional cues in conversing with others,
see Figure 4.1 for an example. Celebrated trainer Sanford Meisner employed this to develop Meisner
technique for theatre actors to react naturally to others in the environment as opposed to method acting.
The importance of emotional prosody in conversations cannot be overstated and TTS models need to fill
this gap to make human-like conversations possible in HCI systems.
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Figure 4.1: Dialogues can have different meanings despite having the same text. Also, starting at the
same emotion, Juliet has different emotion post Romeo’s response.

[74] study the value of emotional prosody in HCI and emphasize its role in healthcare dialogue
systems, improving social interaction skills in people with autism, augmentative and alternative com-
munication devices, and gaming narratives. They explain that successfully incorporating expressive
speech into HCI, involves two aspects: (a) prosodic emotion recognition and (b) expression of emo-
tional prosody. Considerable effort has been made towards recognizing and predicting the emotional
nuances in human dialogues [48, 90, 136, 64, 89, 118]. However, current TTS systems are yet to im-
prove in rendering emotive or expressive speech for real-world HCI systems.

State-of-the-art TTS systems [97, 122] tend to exhibit average emotions for a given phoneme se-
quence by taking the mean of utterances from training data. Some efforts towards improving expres-
siveness [5, 45] provide prosody control using a reference clip. Others like [107] and [29] further
focused on controllability, exposing levers that can be manipulated at inference-time to derive the in-
tended expression. However, the quality and stability of synthesized speech heavily depend on various
modeling choices. Emotion or prosody modeling, for example, could pick from numerous available dis-
crete or continuous space representations. The encoder network module chosen might vary in its ability
to disentangle prosody from other acoustic features like speaker identity and adaptability to content.
For example, those relying on reference clips to replicate prosody might perform poorly when input
text is unsuitable for rendering with the prosody of reference. Some models feed prosody features with
phoneme embeddings directly into the decoder, while others use them to predict intermediate features
that are used in conditioning the decoder. It is empirically verified [107] that intermediate features could
be suitably manipulated to bring about the desired change in expression.

We take this direction forward to endow the intermediate feature prediction module with affective
state control over the final rendering. We propose Differential Scaling (DS) of the predicted intermedi-
ates to bring about the required change in emotion. The DS module is aimed to effect only emotion as
intended while remaining agnostic to all other features like speakers’ identities or acoustic conditions
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as seen in train data. We show that this significantly improves the naturalness of the generated speech
while allowing finer control over prosody.

In addition to comparing our model’s renderings against various others’ from literature for natural-
ness and emotion control on conventional single utterances drawn from disconnected contexts, we also
evaluate them in conversations. We curate data with conversational theatre dialogues and replace an
actor with a TTS system. We use its response as a proxy to evaluate the empathic accuracy. In another
experiment, we had a theatre director control the emotion levers of our TTS model in a live conver-
sation with the actor to evaluate controllability. As demonstrated in the results, our proposed method
significantly improves over existing methods in producing suitable prosodic variation lending closer to
human-like conversations. The rest of this chapter will elaborate on the following contributions of this
work.

• We propose a simple technique of using a DS module to better emulate emotions in TTS rendered
speech. This works as a plug-and-play with both autoregressive and non-autoregressive TTS
models that predict prosodic features as an intermediate step.

• Our work extends the literature of training controllable and expressive TTS models with improved
empathic accuracy and without specific studio-recorded data.

• Finally, we present novel methods and data for evaluating TTS models in real conversations with
human subjects. The method of evaluation is a useful step towards filling the gap of emulating
emotional speech that needs more work.

4.2 Model

Our network uses a backbone TTS that can be borrowed from any model which predicts pitch,
energy, and duration as intermediate features from the input phoneme sequence. This network learns to
predict the average features for given phonemes. Following the convention in earlier works, we refer
to the intermediate features as variances and the module that predicts them as variance adaptor. Prior
work improves standard variance adaptors in, say FastSpeech2, by conditioning on emotion variables
of valence-arousal in addition to the phoneme sequence to generate expressive speech. We refer to it
as Emotional Variance Adaptor (EVA), for which we propose an alternative. Our proposed Differential
Scaler (DS) module determines how best to vary the output of the EVA to bring the desired change
in emotion. We describe the details of these network choices in this section, specifically, the broader
backbone network architecture and the different variance adaptor modules from non-emotive baseline,
emotive baseline, and our proposal.
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Figure 4.2: Backbone TTS architectures.

4.2.1 Backbone

We present experiments with two suitable choices for our backbone systems, FastSpeech2 and FCL-
Taco2. The backbone has three modules; an encoder, variance adaptor, and decoder. The encoder
maps an input phoneme sequence to its embedding. Given this representation, the variance adaptor
predicts the pitch, energy, and duration for each of the phonemes. These intermediate features are
processed by the decoder module downstream to return Mel-spectrogram frames. We reuse the encoder
and decoder modules as designed in their original architectures without any changes. We refer readers
to the respective papers for details of these networks. Wavenet [81] vocoder is used to map the Mel-
spectrogram outputs of the decoder to time-domain raw audio.

4.2.2 Variance adaptor module

Non-emotive baselines. Our baseline models of FastSpeech2 and FCL-Taco2 are trained with the
variance adaptors as described by their authors. We also train a derivative of the FastSpeech2 with the
variance adaptor modified to make predictions at the phoneme-level and not at frame-level. A duration
dπ is predicted for each phoneme π, following which the length regulator repeats the hidden state of
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Figure 4.3: Schematic diagram of the proposed model.

that phoneme .π times. Also, unlike Fastspeech2, we use this length regulator after the predicted pitch
and energy are added to the encoder output. We refer to this derivative as FastSpeech2π.

Emotive baseline. [107] conditioned the variance adaptor of FastSpeech2 on additional emotion em-
bedding that gives the model control over the prosody of the rendered speech. It generates the emotion
embedding as a linear weighted combination of the valence and arousal vectors that are learned from
data during training. The weights are valence and arousal values as annotated for training and can be
used as control levers to modify emotion during inference. This emotion variance adaptor (EVA) mod-
ule generates suitable intermediate features of pitch and energy at frame-level and duration at phoneme-
level. These features are consumed by the decoder along with the encoder output in generating Mel
frames. While this helps control emotional prosody rendered speech, it leads to a significant drop in
perceptual quality and naturalness relative to the baselines. Our contribution is an alternative design of
the variance adaptor module that improves upon [107]’s FastSpeech2 + EVA model in emotion control
and expressiveness and upon the baselines in terms of naturalness.

Differential Scaler. We extend the emotion representation from EVA to include dominance in addi-
tion to valence and arousal values. Dominance is the degree of control exerted by an emotion. Including
the dominance dimension to the emotion space expands the range of emotions the TTS model can ex-
press. For example, by introducing this dimension, we can better distinguish outputs for emotions like
‘anger and fear’ or ‘sad and contempt’.

The Differential Scaler module further extends EVA to estimate the change in variances necessary for
a pronounced effect of the target emotion relative to its neutral counterpart. As shown in Figure 4.3(b),
the variances are estimated using the EVA module for a given phoneme sequence at two different triplets
of VAD values. One prediction corresponds to the neutral emotion with VAD values all set to zeros. The
other prediction corresponds to the chosen VAD values of the target emotion. We take the difference
of these two estimates as the direction along which the variances can be varied for the desired change
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in emotion without effecting other acoustic features. We are implicitly making two assumptions here.
Emotion variations are captured as linear transformations in this space and there is a strong disentangling
of emotional prosody with other acoustic features in this space. Results from our empirical evaluation
favorably support the above assumptions.

sectionTraining Modeling with intermediate features facilitates training the backbone and the vari-
ance adaptors independently on different data. We exploit this to train our variance adaptor on scarcely
available VAD annotated data while reusing backbone models trained on abundant transcribed speech
data.

Backbone. We train two backbone networks Fastspeech2π (non-autoregressive) and FCL-Taco2
(autoregressive) on Blizzard 2013 dataset [49]. It contains 147 hours of Catherine Bayers’s speech,
reading books in American English. Due to the style of reading, the dataset is rich in expressiveness
and spans different combinations of pitch, energy, and duration. Both models are trained with Mel loss
(mean absolute error between predicted and ground truth Mels), pitch loss, energy loss, and duration
loss (mean square error between predicted and ground truth features). Both models are trained for 200K
iterations using Adam optimizer with warm-up learning rate scheduler and batch size of 16.

EVA. We train EVA on MSP-Podcast corpus [67] annotated with arousal, valance and dominance
values. The corpus consists of around 100 hours of speech data, but their transcriptions are not available.
We generate transcripts using a speech-to-text model. We use Montreal-Forced-Aligner (MFA) [72] for
phoneme alignments. Those transcripts that MFA fails to find a good alignment for are filtered out. The
remaining utterances add up to about 71 hours of emotive speech data, which we use to train our EVA.
We train pitch, energy, and duration predictors conditioned on VAD values minimizing only the sum
of variance losses. For all the experiments, text transcripts are converted to phonemes using [114]. We
generate Mel spectrogram from the audio files similar to [122]. Pitch and energy are computed from the
Mel spectrogram, and we use MFA for aligning phonemes to train the duration predictor.

4.3 Training

Modeling with intermediate features facilitates training the backbone and the variance adaptors in-
dependently on different data. We exploit this to train our variance adaptor on scarcely available VAD
annotated data while reusing backbone models trained on abundant transcribed speech data.

Backbone. We train two backbone networks Fastspeech2π (non-autoregressive) and FCL-Taco2
(autoregressive) on Blizzard 2013 dataset [49]. It contains 147 hours of Catherine Bayers’s speech,
reading books in American English. Due to the style of reading, the dataset is rich in expressiveness
and spans different combinations of pitch, energy, and duration. Both models are trained with Mel loss
(mean absolute error between predicted and ground truth Mels), pitch loss, energy loss, and duration
loss (mean square error between predicted and ground truth features). Both models are trained for 200K
iterations using Adam optimizer with warm-up learning rate scheduler and batch size of 16.
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EVA. We train EVA on MSP-Podcast corpus [67] annotated with arousal, valance and dominance
values. The corpus consists of around 100 hours of speech data, but their transcriptions are not available.
We generate transcripts using a speech-to-text model. We use Montreal-Forced-Aligner (MFA) [72] for
phoneme alignments. Those transcripts that MFA fails to find a good alignment for are filtered out. The
remaining utterances add up to about 71 hours of emotive speech data, which we use to train our EVA.
We train pitch, energy, and duration predictors conditioned on VAD values minimizing only the sum
of variance losses. For all the experiments, text transcripts are converted to phonemes using [114]. We
generate Mel spectrogram from the audio files similar to [122]. Pitch and energy are computed from the
Mel spectrogram, and we use MFA for aligning phonemes to train the duration predictor.

4.4 Experiments and user study

We present three experiments; comparison with prior art using conventional evaluation metrics, those
for emotional consistency with pre-recorded audio, and finally, live conversations with humans.

4.4.1 Comparisons with prior-art

We compare the proposed approach against four state-of-the-art TTS models. The list includes two
non-emotive TTS models (FastSpeech2 and FCL-Taco2), one reference-based method [12], and one
AV-conditioned model (FastSpeech2 + EVA). We also compare our method with the modified backbone,
Fastspeech2π.

To evaluate the perceptual quality/naturalness, we compare Mean Opinion Score (MOS) [13] aver-
aged across forty subjects proficient in English. We synthesize twenty different sentences from the test
set using each of the seven models. We prepare a user study by picking five samples rendered by each
model to make a survey. Annotator rates each sample on a Likert scale of one for ‘completely unnatural’
to five for ‘completely natural’.

To evaluate the emotional expressiveness of the proposed model, we perform two surveys. In the first
survey, given a sample, we ask the user to choose the best perceived emotion from a set of four, namely,
‘Happy’, ‘Sad’, ‘Angry’ and ‘Fear’. We ask the raters not to judge the textual content and annotate the
emotion for each sample based on the rendering alone. In the second survey, we evaluate the efficacy of
the models to bring about finer control over emotion. We generate two samples with the same broader
emotion category but with two levels of intensity. The subject now has to identify the sample with higher
intensity. For both surveys, we generate five samples per emotion and twenty samples for each model.
We aggregate the rating across forty proficient English language speakers.

4.4.2 Emotional consistency in dialogues

Previous efforts in prosody-controlled TTS have been evaluated on individual sentences without
context. We propose a novel evaluation strategy using excerpts from theater recordings. We replace
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Model MOS Finer Control Coarse Control
Happy Sad Angry Fear Average

FastSpeech2 3.80±0.13 - - - - - -
FCL-taco2 3.39±0.14 - - - - - -

FastSpeech2π 3.84±0.13 - - - - - -
FastSpeech2π + EVA (Blizzard) 2.95±0.14 - - - - - -

Cai et al., [12] 3.08±0.16 80.0 22.7 40.9 52.3 - 38.7
FastSpeech2 + EVA (av) 3.01±0.12 81.2 20.0 68.7 52.9 - 47.2

FastSpeech2 + EVA (avd) 3.05±0.17 80.2 37.5 66.6 50.0 33.3 46.8
FCL-taco2 + DS (our model) 3.30±0.14 83.5 90.1 53.3 56.5 46.8 61.8

FastSpeech2π + DS (our model) 3.91±0.14 85.0 68.4 50.0 59.5 79.1 64.2

Table 4.1: Results for qualitative analysis comparing our model with prior art. The model with (av)
only uses arousal and valence for emotion representation while that with (avd) also uses dominance
values. See Section 4.5 for details.

(a) [12] (b) [107] (c) Fcl-Taco2 + DS (d) Fastspeech2π + DS

Figure 4.4: Confusion matrices of models performance in the survey to pick the correct emotion. Rows
are true emotions and columns are picked emotions. Figure to be viewed in color.

the audio of one of the actors in the conversation with renderings from a TTS model and have a human
subject evaluate it for emotional consistency. The emotion for TTS renderings is chosen manually by
a theater director. We compare this with TTS rendered with emotion predicted using TodKat [136]
from the dialogues spoken so far. This study consolidates the two aspects of HCI we mentioned in the
introduction; prosodic emotion recognition and its expression in TTS utterances.

The dataset is curated using segments from four popular plays, namely, ‘Speed-the-Plow’, ‘Night,
Mother’, ‘Bobby Gould in Hell’ and ‘Death of a Salesman’. We select 30 dialogue segments collec-
tively from the four plays with an average dialogue length of 90 seconds per segment. Timestamps of
segments selected from each play is given in supplementary material. We replace the female voice in
the segment with (a) a non-emotive TTS model (Fastspeech2π) (b) our model with emotion predicted
for each utterance using TodKat, and (c) our model with a senior theatre director picking the emotion
for each utterance. We randomly pick five dialogues from the 30 samples in all three settings for each
of our surveys. We ask forty raters to rank the three settings in terms of the emotional consistency of the
dialogue i.e., to judge the naturalness and aptness of the emotional prosody in the given context.
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4.4.3 Conversation with Meisner trained actor

Consider this hypothetical conversation between two characters called Antony and Cleopatra.

ANTONY: Hi! How are you?
CLEOPATRA: I am fine, thank you.

ANTONY: Good to know.
CLEOPATRA: And how about you?

ANTONY: I am all right, I guess.
CLEOPATRA: Great.

We can imagine the above conversation happening under day-to-day circumstances. However, if Antony
just got the news that his paper won the best paper award at ACL, he is likely to start the conversation
in a much more lively manner. Even if Cleopatra’s paper got rejected, her response, though perhaps a
little less lively, is still likely to match Antony’s in terms of mood. Alternatively, if Antony just heard
that he lost all the money he had invested in an NLP-based startup, he is likely to start the conversation
on a sadder note. Even if Cleopatra profited from her latest crypto-currency investment, she could
not stress her enthusiasm in response to Antony’s sadness. In other words, natural human behavior
in conversations is often guided by the behavior of other people involved in the conversation. Humans
naturally take into account their own circumstances as well as other people’s behavior while reacting in a
conversation. Even a commonplace dialogue such as the one quoted above can have different emotional
content irrespective of the text because the characters’ initial emotional states differ, and their behavior
depends on one another.

This insight was observed and successfully used in training actors by the celebrated acting teacher
Sanford Meisner. Meisner found that actors were often indulgent in representing the behavior of their
own characters rather than listening to and getting affected by other characters in front of them. He
proposed that the way in which an actor uttered her lines was not to be predetermined but instead would
arise at the moment as a result of the other actor’s behavior. For this, he developed exercises that would
hone actors’ availability to listen and to get affected [70].

Meisner Experiment: A Meisner-trained actor responds to another actor taking into account his/her
behavior. In this experiment, we observe how a Meisner-trained actor (Actor M) reacts in a live dialogue
initiated by (a) another trained human actor, (b) a non-emotive TTS (Fastspeech2π) and (c) our model
(Fastspeech2π with DS). We use the same neutral script with 18 lines in all three cases. We use the
behavior of Actor M during interaction with the human as reference. The closeness of Actor M’s
behavior to this reference while interacting with the two TTS models is used as a measure of the latter’s
effectiveness in rendering speech expressive enough to evoke an emotive response.

For each of the three scenarios, the conversation is initiated with two different emotional states, viz.
(a) highly positive and (b) highly negative. The emotion for our TTS model is chosen live on-the-fly
by a theatre director from fourteen bins in the discretized arousal-valence space. The bins are chosen to
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span the V-shape around high-arousal-high-valence and low-arousal-neutral-valence [17]. We take the
majority vote of three listener ratings for each utterance of Actor M on the same discretized arousal-
valence space to allow quantitative comparisons.

4.5 Results

4.5.1 Comparing with prior art

Naturalness. Table 4.1 compares the audio quality of the TTS models listed in Section 4.4.1. It can
be seen that the proposed model achieves affective control without a drop in perceived audio quality. In
contrast, previous SOTA emotive models ( [12] and FastSpeech2 + EVA) achieve control over emotion
at the cost of naturalness (MOS of 3.08 and 3.01, respectively). This result demonstrates the efficacy
of using the DS module over EVA and validates its ability to disentangle affective features from the
acoustic ones. The MOS score of FastSpeech2π improves with the addition of DS, as some samples
appear more natural when rendered in intended emotions.

Coarse affective control. Results corresponding to emotion detection are presented in Table 4.1.
For each sample, the raters were asked to choose one among the four discrete emotions. On average,
the FastSpeech2π + DS gives the best results, outperforming the other models by a significant margin.
We observe about 17 and 25.5 improvement in percentage points (pp) over FastSpeech2 + EVA and
[12] respectively. Figure 4.4 shows the confusion matrix for this survey. Our models are better at
differentiating positive valence emotions from negative ones. There is still scope for improvement in
distinctly expressing low-valence emotions.

Finer affective control. When asked raters to pick the sample from a pair that expresses a particular
emotion better, 85% of the times, they were able to pick the sample that was actually rendered with a
higher arousal value (Table 4.1). Our best performing model scores 3.8pp over FastSpeech2 + EVA and
5.0pp over [12].

Efficacy of DS. To further validate the efficacy of DS (over the EVA), we present evaluations to show
that the performance gains occur primarily due to the DS module and not the other interventions. We
observe that adding ‘dominance’ to Fastspeech2 + EVA does not improve its MOS and affective control-
lability, as shown in Table 4.1. Furthermore, we observe a performance drop on Fastspeech2π + EVA
when compared against Fastspeech2π + DS when both have their backbones trained on the Blizzard
dataset (Table 4.1). The lack of improvement from [107] further highlights that the performance gains
by our model does not come from the choice of the dataset on which the backbone is trained. Overall,
the two experiments conclusively show that the DS module is the decisive component that brings the
improvements in naturalness and controllability to the proposed TTS system.
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4.5.2 Emotional consistency in dialogues

As described in Section 4.4.2, we evaluate the emotional consistency of dialogue when a TTS model
replaces an actor in excerpts from a play. Figure ?? shows that emotive models bring significant im-
provement in the emphatic quality of conversations and are picked 80% of the time as the first pref-
erence. This result reiterates the hypothesis [123] that prosody averaging, as in non-emotive TTS, is
insufficient for emulating emotionally consistent conversations.

Another important observation is how emphatic quality measured as the user’s first preference falls
from 52% to 27% in moving away from hand-picked to model-predicted emotions. This suggests a
scope for improvement in emotion prediction models. Nonetheless, the results present clear evidence
that tying together emotion prediction models to expressive TTS is significantly preferable to a non-
emotive TTS.

This proposed evaluation methodology is more comprehensive and enables the assessment of a con-
solidated conversational system as required in expressive HCI that includes various moving parts like
causal emotion recognition in conversation and expressive TTS. This is not feasible with the traditional
approach of evaluating individual sentences drawn from distinct contexts. We argue that this evaluation
with contextual dialogues from a conversation is more coherent to humans as reflected in inter-annotator
agreement measured by Fleiss’s Kappa Score (FKS). FKS goes up by 34% from 0.43 in traditional
coarse affective control (Table 1) to 0.58 for our evaluation strategy (Figure ??). We hope this will be
useful in a more thorough evaluation of expressive HCI systems.

4.5.3 Conversation with Meisner trained actor

As mentioned in Section ??, we gather the behavioral response of a Meisner-trained human actor to
TTS systems (emotive and non-emotive) and compare it against his/her reference response to another
human actor. We use Pearson’s correlation ρ with reference for valence and compare mean-std (µ, σ)

for arousal values.

When the conversation was triggered with a positive initial emotion, we had a high ρ(FastSpeech2π+DS,
human) of 0.702 for our model compared to a negative correlation for non-emotive TTS at ρ(FastSpeech2π,
human) of −0.282. Similarly, for a negative initial emotion ρ(FastSpeech2π+DS, human) was high
0.838 relative to low ρ(FastSpeech2π, human) of 0.158.

We find that the average arousal for the human response to our TTS (µ=3.5, σ=1.06) is comparable
to a human-human conversation (µ=3.94, σ=0.97), as opposed to the response to a non-emotive TTS
(µ=2.55, σ=0.49). This indicates that the range of arousal response elicited from a human actor by our
TTS is comparable to a human-human conversation as opposed to that of a prosody-unaware TTS.

We also interviewed the human actor about the experience of conversing with the TTS systems. He
reported that our TTS gave him ”an emotional structure”. He felt that the TTS could ”dictate the neutral
part of the script to change it”. He could ”remember specific utterances” by our TTS and their emotional
content, which ”drove him” to respond in an emotional manner. In contrast, he reported that the prosody,
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unaware TTS gave ”dry answers”, made him feel that it was ”disinterested”, ”auto-generated” and ”did
not evoke excitement”. He expressed that he ”could not have a longer conversation with it”.

Audio samples for our experiments and the code are available at: https://emtts.github.
io/tts-demo/
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Chapter 5

Conclusions

This work presents a novel method that leverages prosodic features (pitch, energy and duration) to
modify emotions in the output of a TTS system. Our method is model agnostic and can be used with any
TTS backbone that predicts prosodic features in an intermediate step. This method outperforms existing
approaches by a significant margin in its ability to accurately render desired emotions, while preserving
the naturalness of speech. We curated theatre conversation data to evaluate and show that our prosody-
aware TTS better maintains the natural flow of emotions in conversations. Our work shows promise in
consolidation of prosodic emotional recognition and expression, a coveted pursuit in the field of HCI.
We present further qualitative experiments involving professional theatre artists and demonstrate that the
proposed TTS method leads to more human-like conversations. While exposing valence, arousal and
dominance values as model levers improves control over the final rendering, in reality it is overwhelming
for the user to choose them correctly for a desired output. This is further aggravated by the fact that
some sentences cannot be suitably spoken with a chosen set of values, degrading output quality. These
are limitations that need to be addressed and appropriately deriving these values from semantics of text
input or reference clips could be relevant future directions. Affective control is incomplete without
explicit levers on the intonations, which is another limitation to be looked upon in the future work.

5.1 Future Work

Manipulating intermediate features as levers has more applications which can be explored. From
the experiments it can be observed that, we can adjust pitch, duration and energy for a sequence of
phonemes to emulate emotions. We can also manipulate the variances for emulating word emphasis.
Word emphasis is a task where we emphasize a particular word in the synthesis. Changing emphasis on
words can change the meaning of the whole sentence. For example, in the sentence “He didn’t steal my
car”, if we emphasize He, it can mean someone else stole the car. If we emphasize steal, it can mean
he didn’t steal it may be took the car. We experimented with manipulating the variances manually and
observe the emphasis in the synthesis. But, there needs to be lot exploration needed to automatically
learn the mapping between the words to be emphasised and the corresponding variances.
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5.2 Ethical Concerns

This work shares the same concerns as with others in the domain of TTS systems as discussed
by [29]. With TTS outputs getting closer to actual human speech, there could be a potential misuse.
The threat of abuse of fake voices is particularly high with similar developments in conjugate areas like
computer vision. However, the benefits of improvements to emotive TTS technology could significantly
benefit HCI and the corresponding applications to problems in healthcare and other domains. Exam-
ple applications include healthcare dialogue systems, improving social interaction skills in people with
autism and augmentative communication devices. TTS systems synthesizing speech with empathy can
ease machine interaction in many touchpoint applications. While the benefits seem to outweigh the con-
cerns at this point, we believe the research community should proactively continue to identify methods
for detection and prevention of misuse.
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[4] O. Bălan, G. Moise, L. Petrescu, A. Moldoveanu, M. Leordeanu, and F. Moldoveanu. Emotion classifica-

tion based on biophysical signals and machine learning techniques. Symmetry, 12(1):21, 2019.

[5] E. Battenberg, S. Mariooryad, D. Stanton, R. Skerry-Ryan, M. Shannon, D. Kao, and T. Bagby. Ef-

fective use of variational embedding capacity in expressive end-to-end speech synthesis. arXiv preprint

arXiv:1906.03402, 2019.

[6] C. M. Bishop and N. M. Nasrabadi. Pattern recognition and machine learning, volume 4. Springer, 2006.

[7] J. M. Borst. The use of spectrograms for speech analysis and synthesis. Journal of the Audio Engineering

Society, 4(1):14–23, 1956.

[8] M. B. Buchholz. Conversational errors and common ground activities in psychotherapy–insights from

conversation analysis. International Journal of Psychological Studies, 8(3):134–153, 2016.

[9] S. Buechel and U. Hahn. Emobank: Studying the impact of annotation perspective and representation

format on dimensional emotion analysis. In Proceedings of the 15th Conference of the European Chapter

of the Association for Computational Linguistics: Volume 2, Short Papers, pages 578–585, 2017.

[10] C. Busso, M. Bulut, C.-C. Lee, A. Kazemzadeh, E. Mower, S. Kim, J. N. Chang, S. Lee, and S. S.

Narayanan. Iemocap: Interactive emotional dyadic motion capture database. Language resources and

evaluation, 42(4):335–359, 2008.

[11] J. E. Cahn. The generation of affect in synthesized speech. Journal of the American Voice I/O Society,

8(1):1–1, 1990.

[12] X. Cai, D. Dai, Z. Wu, X. Li, J. Li, and H. M. Meng. Emotion controllable speech synthesis using emotion-

unlabeled dataset with the assistance of cross-domain speech emotion recognition. ICASSP 2021 - 2021

42



IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pages 5734–5738,

2021.

[13] M. Chu and H. Peng. Objective measure for estimating mean opinion score of synthesized speech, Apr. 4

2006. US Patent 7,024,362.

[14] C. H. Coker. Synthesis by rule from articulatory parameters. In Proceedings of the 1967 conference on

speech communication processes, pages 52–53. IEEE Cambridge, MA, 1967.

[15] F. De Saussure. Course in general linguistics. Columbia University Press, 2011.

[16] P. Delattre, F. S. Cooper, A. M. Lieberman, and L. J. Gerstman. 4. speech synthesis as a research technique.

In Eight Decades of General Linguistics, pages 77–92. Brill, 2013.

[17] R. Dietz and A. Lang. Affective agents: Effects of agent affect on arousal, attention, liking and learning.

In Proceedings of the Third International Cognitive Technology Conference, San Francisco, 1999.
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